
A REFEREED JOURNAL OF SHRI RAM COLLEGE OF COMMERCE

ANALYST
BUSINESS 

Volume 35      Issue 1            ISSN 0973-211XApril  - September 2014

Construction of a Composite Index: Methodological Issues in Measuring Asian 
Financial Crisis
K.V. BHANU MURTHY AND ANJALA KALSIE

Short-Term Impact Of M&A on Shareholders' Returns: A Study Of Corporate Acquirer 
Firms in India
ANSHU AGRAWAL, P.K. JAIN AND SUSHIL

Financial Inclusion in India: Retrospect and Prospects
RITURANJAN

Role of Corporate Income Tax in India's Tax System
VED PARKASH

Limitations of Current Financial Reporting: A Case for Integrated Reporting
POOJA DHINGRA, AJAY KUMAR SINGH AND GAURAV MAGU

Management of External Debt in India
SWAMI P SAXENA AND ISHAN SHANKER

Measuring SME's Satisfaction With Export Credit Delivery System in Punjab: A Scale 
Development Approach
MANPREET KAUR AND FULBAG SINGH

Colours in Logos: A Study of Consumers' Perception of Colour and Brand Personality 
Associations
GARIMA GUPTA, VIRAJ RAJPUT AND ADITYA JOSEPH JAMES



BUSINESS ANALYST
A REFEREED JOURNAL OF SHRI RAM COLLEGE OF COMMERCE

Volume 35        Issue 1         April - September, 2014        ISSN 0973-211X

* In alphabetical order

PATRON
Ajay S. Shriram
Chairman, Governing Body

PRINCIPAL (Acting)
Ashok Sehgal

EDITOR
Deepashree

ASSOCIATE EDITORS
Suman Bhakri
Rachna Jawa
Santosh Sabharwal
Kuljeet Kaur
Abhay Jain

REVIEW PANEL*

Altaf Khan Professor of Commerce. Former Head and Chairman, Department of Commerce and 
Business Studies, Jamia Millia Islamia, Delhi

Anupama Associate Professor, Faculty of Management Studies, University of Delhi
Arup Mitra Professor, Institute of Economic Growth, University of Delhi
C.P. Gupta Professor, Department of Financial Studies, South Delhi Campus, University of Delhi
Dharmakriti Joshi Chief Economist, CRISIL Ltd.
I.M. Pandey Director General, Delhi School of Business, Vivekananda Institute of Professional 

Studies 
K. Ramesha Professor, National Institute of Bank Management
L.C. Gupta Former Professor, Delhi School of Economics. Director, Society for Capital Market 

Research and Development
Lallan Prasad Former Professor, Head and Dean, Department of Business Economics, South Delhi 

Campus, University of Delhi.
M.Damodaran Former Chairman, SEBI, UTI and IDBI
Madhu Vij Professor, Faculty of Management Studies, University of Delhi
Mala Sinha Associate Professor, Faculty of Management Studies, University of Delhi
Nawal Kishore Professor, IGNOU, Delhi
P.K. Jain Professor, Department of Management Studies, IIT, Delhi
Ramesh Chand Director, National Centre for Agriculture Economics and Policy Research
Sugan C Jain Former Professor and Head, Department of Accountancy and Business Statistics, 

University of Rajasthan, Jaipur. Vice President, Rajasthan Chamber of Commerce and 
Industry

Suresh Aggarwal Professor and Head, Department of Business Economics, South Delhi Campus, 
University of Delhi

Business Analyst is an academic journal of India's pioneering institution Shri Ram College of Commerce. The journal 
endeavors to disseminate knowledge in the area of business, economics and management. It aims at promoting research 
in these areas and encourages empirical and inductive writings. It is catalogued in the 'Library of 
Congress',Washington, D.C.

Business Analyst is a refereed and reviewed journal, published twice a year in the months of March and September and 
is listed in Ulrich's International Periodicals Directory.

All correspondence relating to publication of the journal should be addressed to :

The Editor
Business Analyst

Shri Ram College of Commerce
University of Delhi, Maurice Nagar

Delhi - 110 007
Email: business.analyst@srcc.edu

Phone: 11 - 27667905   Editor: 9811336466   Fax: 11 - 27666510



BUSINESS ANALYST
A REFEREED JOURNAL OF SHRI RAM COLLEGE OF COMMERCE

Volume 35                         Issue 1                     April - September 2014                    ISSN 0973-211X

CONTENTS
ARTICLES

Construction of a Composite Index: Methodological Issues in Measuring Asian Financial Crisis
K.V. Bhanu Murthy and Anjala Kalsie................................................................................................1

Short-Term Impact of M&A on Shareholders' Returns: A Study of Corporate Acquirer Firms 
in India
Anshu Agrawal, P.K. Jain and Sushil................................................................................................31

Financial Inclusion in India: Retrospect and Prospects
Rituranjan..........................................................................................................................................61

Role of Corporate Income Tax in India's Tax System
Ved Parkash.......................................................................................................................................73

Limitations of Current Financial Reporting: A Case for Integrated Reporting
Pooja Dhingra , Ajay Kumar Singh and Gaurav Magu.....................................................................85

Management of External Debt in India
Swami P Saxena and Ishan Shanker................................................................................................111

Measuring SME's Satisfaction With Export Credit Delivery System in Punjab: A Scale 
Development Approach
Manpreet Kaur and Fulbag Singh...................................................................................................123

Colours in Logos: A Study of Consumers' Perception of Colour and Brand Personality 
Associations
Garima Gupta , Viraj Rajput and Aditya Joseph James

Spiritual Capital
A. J. C. Bose

..................................................................141

Book Review

....................................................................................................................................155



Format / Style

1. Paper should be submitted in duplicate with the declaration that the paper has not been 
published or submitted for publication elsewhere. It is to be typed on A4 size paper and double 
spaced. The length of the paper normally should not exceed 15-20 pages with running text 
font size 12 of Times New Roman.

2. The soft copy of the manuscript is to be sent in a CD and through email at 
businessanalyst@srcc.edu.This version is required to be in MS-Word-2003. Paper without a 
soft copy shall not be accepted. 

3. Format of the article on the front page should be: 

i) Title, 

ii) Name(s) of the contributor(s), 

iii) Abstract, and iv) Introduction.

4. The designation of the author(s) should be mentioned in footnote style on the first page of the 
article. 

Executive Summary/Abstract

It should capture the essence of the article and entice the reader. Abstract should typically be of 
100-200 words. It should be in italics.

Endnotes 

Endnotes should be serially arranged at the end of the article well before the references and after 
conclusion.

Table / Figures 

The first letter of the caption for table, figure and graph should be in capital letter and the other 
words to be in small letter, e.g. Table 1

References

The contributors are advised to follow Harvard system of citing the in-text references. References 
actually citied should be placed immediately after endnotes in accordance with the following 
examples:

Bhagwati, Jagdish. 1995. “U.S. trade police: The Infatuation with Free Trade Areas.” In The 
Dangerous Drift to Preferential Trade Agreements, ed. Jagdish Bhagwati and Anne O. Krueger. 
Washington, DC.

Bhagwati, Jagdish, and T.N. Srinivasan. 2002. “Trade and Poverty in the Poor Countries” 
American Economic Review 92(2), 180-3.

International Monetary Fund. 1998.World Economic Outlook, Financial Crisis: Causes and 
Indicators, Washington, DC.

Book Review

Book Review must provide the following information: name of the author, title of the book, place 
of publication, year of publication, name of the publisher, number of pages (Roman and Arabic 
figure to include preliminary pages), and price with binding specification (soft or hard).



Vol. 35  No. 1       

1
Department of Commerce, Delhi School of Economics, University of Delhi, 110007

2
Faculty of Management Studies, University of Delhi, Delhi 110007

CONSTRUCTION OF A COMPOSITE INDEX:  

METHODOLOGICAL ISSUES IN MEASURING ASIAN 

FINANCIAL CRISIS

1 2
K.V. Bhanu Murthy  and Anjala Kalsie

This study is about the A5 (Indonesia, South Korea, Malaysia, Thailand and 

Philippines) countries during the Asian Financial Crisis of 1997. A financial crisis is a 

wide spread episode measured through a conglomerate of many factors. The attempt to 

explain such a complex phenomenon in terms of a single (variable) indicator would be 

partial and simplistic. Moreover, these variables tend to be correlated and they possess 

common information. 

This paper has developed a methodology for the construction of a composite index that 

captures crisis. The composite index that is based on a large number of variables, 

involves a three stage procedure, through Granger causality, correlation and Principal 

Component Analysis.

Key words: Currency Crisis, Financial Crisis, Causality Test, Principal Component 

Analysis, Correlation and Composite Index.

INTRODUCTION

The decade of the 1990s was certainly marked by a rather unusual number of financial 

and economic crises such as the Mexican Peso Crisis of 1994-95, the Asian Crisis of 

1997. While the different types of crises could range from the “garden variety” currency 

crises to rather esoteric real estate bubbles, studies of such crises exhibit empirical and 

theoretical commonalties. The literature distinguishes three varieties of financial crises: 

currency crises, banking crises, and debt crises. The analysis in this study is primarily 

focused on currency crises. 

1
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1
Our task at hand is to analyze and measures the financial crisis in the A5 countries  

during 1997. A financial crisis is often characterized by an episode of intense foreign 

exchange market pressure. This phenomenon is known as a currency crisis and can be 

defined simply as an episode in which a country experiences a substantial nominal 

devaluation or depreciation. This criterion, however, would exclude instances where a 

currency came under severe pressure but the authorities successfully defended it, by 

intervening heavily in the foreign exchange market, by raising interest rates sharply, or 

by both.  Extant approaches have sometimes constructed an index of speculative market 

pressures [Kaminsky, Reinhart and Lizondo (1998), Edison (2000), Goldstein, 

Kaminsky and Reinhart (2000)].

The indices that have been developed in the earlier studies suffer from three problems:

2
1. Conceptually they include only exchange related variables  and not other relevant 

variables that are crucial for international trade and international finance.

2. The extant studies do not use a causal framework as a methodology for the selection 

of variable.

3. Empirically they do not use more evolved statistical tools such as Principal 

Component Analysis for constructing a composite index.

Our paper is a part of larger study that looks into a new approach to measure and analyze 

international financial crisis. A crucial part of the study is to develop a new composite 

Index of Crisis. This index is based on a large number of variables and involves a three 

stage procedure which shall be discussed later. 

The study consist of twelve sections section 1 talks about introduction, section 2 about 

rationale, section 3 about conceptual issues, section 4 about methodology, section 5 talks 

about causality test, section 6 about correlation matrix, section 7 principal component 

analysis, section 8 composite index, section 9 result and analysis, section 10 analysis of 

index of crises, section 11 about graphical interpretation and finally section 12 contains 

conclusion.

2

1
Malaysia, Philippines, Korea, Thailand and Indonesia.

2
Weighted average of ER changes, Weighted average of RER changes, Reserves changes and Interest rate 

changes.



RATIONALE

An attempt to explain a wide spread and complex phenomenon in terms of a single 

dependent variable would be incomplete and partial, where dependent variables which 

represents the crisis is itself a conglomerate of many factors. Since it is a complex 

phenomenon it cannot be represented by one single variable. Moreover, these variables 

tend to be correlated. Thus, the ordinary regression framework results in the problem of 

mulicollinearity. Therefore an essential methodology is to measures the phenomenon of 

the crisis with the help of composite indices, which would adequately represent the 

complex phenomenon. This applies to both the cause and the effects of a crisis. 

Among an array of factors which are quoted by different studies, as being related to crisis 

we would like to conduct a causality test to determine which of these factors causes are 

and which are the effects. In the further part of our larger study we have constructed 

indices for both causal variables and impacted variables so as to relate them in a 

regression framework, after having addressed the problem of multicollinearity. 

However for the present paper we concentrate on the index of the impacted variable, 

namely, the index of crises.

The final selection of variables is done on the basis of an elaborate procedure, which 

ensures that the variables which are entering in the construction of the index of crisis are 

the variables that are theoretically relevant, as they are drawn from extant studies and 

empirically sound as they are tested for causality. In addition they are appropriate 

because they have been checked for data redundancy.

CONCEPTUAL ISSUES

Prior Procedure

Several steps were undertaken as a part of the larger study to ensure the above 

considerations:

3
1. A literature survey of empirical and conceptual studies was undertaken . On the 

basis of a literature survey we had arrived at a data set consisting of a large number 

of crises variables (30 variables including financial and macroeconomic variables).

3

3
Moreno (1995) , Berg and Pattillo (1999) and Frankal and Rose (1996)
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2. We checked for data redundancy amongst a set of available variables. By data 

redundancy we mean that many of the define variables in the data set are different 

version of the same variable. We have used our judgment to retain some version 

while dropping the other versions. For instance, which variables have been defined 

in PPP $ or US $ or LCU, we have chosen only one of them.

3. A correlation exercise was carried out on these 30 variables. The purpose of this 
4

exercise was to establish that crisis variables are ordinarily correlated .

4. We also undertook a dummy variables exercise wherein the data series for 6 

countries for each of the 30 variables were tested to see whether there was any 
5

structural break at 1997-98 , which is the crises window in the Asian financial crisis.

5. However the prior correlation analysis and dummy variable exercise did not tells us 

any thing about the causality amongst the variables. The dummy variable exercise 

is a univariate analysis that does not capture the complexity of the phenomenon.

Measurement of Crisis

After having undertaken the above empirical steps we proceeded with the measurement 

of crisis. There are two parts of our methodology for the measurement of crises. In the 

first part, which is the core of this paper we have developed, constructed and measured 

the index of crises. In the second part this index has been used to model crises and predict 
6

it. The second part of our measurement is not dealt with in this paper . However, there is a 

relevant link between the two parts the index of crises that is being developed in this 

paper is also the dependent variable in the modeling and prediction of the crises. It is 

necessary to clarify the link between these two aspects. In the following discussion we 

are therefore looking at some aspects of the regression framework and the crises 

definition.

4
The result of correlation exercise is not reported.

5
In the dummy variable exercise the crises window is taken as 1997-98. The crises develop in November 

1997 and it peaked in 1998, in many countries. Therefore, neither can 1997 nor can 1998 be ignored. This is 

vindicated by the dummy variable exercise which shows a significant structural break across variables 

during this crises window. The result of dummy variable exercise has not been reported.
6

Malik (2008) 'Measurement and Analysis of International Currency Crises: Lesson for India.', 

unpublished Phd. Thesis, University of Delhi.
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Crisis Definition

In certain other studies the crisis variables themselves have been defined in discrete 
7

terms . Therefore, their understanding is that the dependent variable has a built-in 

discrete change or kink. It should not be forgotten that the dependent variable is an effect 

and not a cause. Our own understanding is that whatever change comes in the dependent 

variable is not on its own account but on account of the causal variables. This includes 

changes in the intercept, because the intercept also contributes towards the explanatory 

power of the equation. In extant literature the distinction between discrete and 

continuous crisis definitions has been captured only through having either a discrete or 

continuous dependent variable. In a causal framework the mechanism to capture 

discrete change has to necessarily rest upon the causal variables and not the dependent 

variables. Accordingly, our methodology imputes to discrete change during crises to the 

indicators of crisis and this would necessarily come from the causal variables. Our 

methodology, hence, been tailored in such a manner that it does not pre-suppose the 

nature of dependent variable that represent crises as being discrete. On the other hand the 

explanatory variables are so endowed that they are capable of inducing discrete change 

in the indicator of crises.

Our methodology is that the discrete definition has to be captured and measured in and 

through the independent variable and not through the dependent variable. Essentially, 

the understanding is that certain continuous changes can be captured through the causal 

variables, which lead up to the crises. Our understanding is that this continuous change is 

manifest in the volatility of the crises variables. In effect it implies that those countries 

which were crises ridden had experienced a continuous trend of volatility to the extent, 

that this built up continuously to discrete change resulting in a crises.

The merit in using a continuous crisis definition lies in its ability to capture both the 

continuous influence on the crises variable (dependent variable) as well as its ability to 

explain discrete change which is occurring in the crises variables during crises, due to 

the causal variable.

Crises window

The crises window is taken as 1997-98. The crises develop in November 1997 and it 

peaked in 1998, in many countries. Therefore, neither can 1997 nor can 1998 be ignored. 

7
Eliasson, Ann-Charlotte and Krevter, Christof (2000).
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This is vindicated by the dummy variable exercise which shows a significant structural 

break across variables during this crises window. Some of the extant study have used 

monthly data and define the crises window in terms of particular months. In our case we 

were using annual data, therefore, it is not possible to have a crises window that 

pinpoints the precise period of crises, nor are we interested in the process of the crises. 

Therefore, our crises window is defined in annual terms.

Relevance of Control

An important issue of research design was the introduction of a control. It was noted that 

in the case of India none of the relevant variables showed any statistically significant 
8

change during the crises period . On this basis we established India as the control or as a 

benchmark. 

In the case of extant studies with a discrete crises definition the control was established 

with reference to the pre-crises period since a control is meant to represent a normal 

period or normal observation.  In the present study by 'control' we mean a 'benchmark 

country' that was not affected by the crises. For identifying the control we have used the 

dummy variables exercise, wherein we found that in the case of India none of the 

relevant variables (relevant variables means those variables which are identified 

through literature review) were affected by the crises therefore we chose India as a 

control. In other words none of the variables have shown any structural break in India, 

during the crisis period 1997-98. Such an approach has the advantage of allowing both 

inter-temporal as well as international comparisons. The extant studies permit only 
9

inter-temporal comparisons .

Since India was established as a control it is reasonable to examine that all the relevant 

variables would display a normal behavior in terms of cause and effect. Hence, the 

causality tests were applied to the relevant variables in the case of India only. Often, 

during crisis the co-variances get exaggerated. Therefore, the causality test must be 

conducted on a 'normal country'. This is not possible if the comparisons are only inter-

temporal.

8
Through the dummy variables exercise (not reported).

9
Moreno (1995) and Kaminsky, Reinhart, Lizondo (1998)
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METHODOLOGY

To account for such a conception of the phenomenon of crises and causes of the 

phenomenon, we felt the need for evolving an appropriate methodology. The two most 

desirable feature of the methodology are that: firstly, it should capture the volatility or 

variance in the relevant variables, because we believe that it is this volatility that leads up 

to and results in crisis; secondly, it should also work with a large number of related 

variables because a crisis according to our understanding is a complex phenomena 

resulting from a large number of inter correlated variables.

The third dimension of methodology is that given the constraints of the data points and 

degrees of freedom, the methodology should allow working with a parsimonious set of 

variable. The statistical technique which possesses all these features is a PCA (Principal 

Component Analysis). Unlike OLS wherein the procedure is to minimize the sum of the 

squares of deviations in the case of PCA the procedure is to maximize the variance. 

Second feature of PCA is that it segregates inter correlated variables in to the separate 

orthogonal factors or Principal Components. Thirdly PCA can be used for developing a 

composite index which collapses a set of variables into a single variable that represents a 

complex phenomenon like financial crises.

Procedure of estimation

Our empirical procedure involves five distinct steps:

1. Granger causality test was applied to the data on India in respect of all the relevant 

variables to find out which the causal variables are and which the impacted 

variables are. The causality tests were carried out in the case of India, since it was the 

control.

2. From step 1 the variables were separated into dependent, independent and common 

variables.  Through correlation we have found that a set of common variables were 

correlated with the purely dependent variables. These would have similar 

information. 

3. Due the presence of a large number of correlated dependent variables we have 

undertaken the next step in the procedure, that is, the application of Principal 

Component Analysis, which helps in (i) data reduction and (ii) making the 

dependent variables uncorrelated with other.

4. The next step was the formation of a composite index. The Composite index helps 

METHODOLOGICAL ISSUES IN MEASURING ASIAN FINANCIAL CRISISVol. 35  No. 1       
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in representing the crises phenomenon where the crises phenomenon is manifest in 

a large number of variables. This is the unique feature of our study. 

CAUSALITY  TEST

For developing a causal framework it is therefore essential to adopt a procedure by 

which causal variables can be distinguish from impacted variables. Once the set of crises 

variables have been sorted through this procedure it would be possible to develop an 

index of crisis. 

In the true spirit causality test tells us about the precedence of one variable over the other 

it is therefore sometimes cautioned that the result of such tests may not be interpreted as 

cause and effect relationship. Here, we would like to point out that in the present study 

we are not depending on the Granger Causality Test; after using the test and after sorting 

the variables as causal and impacted variables we use a structured causal framework 

with the appropriate regression technique for establishing cause and effect. At present, it 

was necessary to differentiate between the causal and impacted variables. This 

necessitated the testing of causality among the relevant variables.

Granger Causality Test: For carrying out the granger causality test the following two 

equations were tested the joint hypothesis for all the variables: 

Ho: X does not cause Y.

Ho:  Y does not cause X.

We test the null hypothesis against an F-statistic, namely,

.....(1)

where the degree of freedom are m and (n-k), RSSr =Residual Sum of Square restricted

RSSur = Residual Sum of Square Unrestricted, m = number of linear restrictions, n= 

number of observation and k= number of parameters in the unrestricted regression 

The restrictions are respectively: 

Sai = 0; and ...........(2)

Sdi = 0 .................. (3)

April - September 2014
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while test of causality is carried out through the following equation:

Yt = S ai Xt - i + S bi Yt - i + u1t ..................(4)

Xt = S ci Xt - i + S di Yt - i + u2t ..................(5)

i = 1, 2

It was also ensured that there was no two way causality among the relevant variables. As 

a consequence of the causality test three sets of variables could be identified: (i) pure 

causal variable (ii) pure impacted variable (iii) common variables which alternatively 

appeared as causal and impacted variables although not as two way causality.

CORRELATION  MATRIX

Through the causality test, it was found that there were some variables which were 

common, that is, they were both impacted as well as causal variables, and thus making it 

difficult to decide which variables is to be selected for constructing an index of crisis. To 

solve this problem correlation matrix was used. 

There are two objectives of studying the correlation matrix: 

1. To segregate the set of dependent and independent variable.

2. To identify a set of crisis variables.

There were certain problems in the selection of variables as dependent and independent 

variable. To meet these problems the following steps were undertaken:

1. Firstly, on bilateral basis, it was ensured that none of the variables were considered 

for the modeling that had 'bi-way causality'. This precaution was taken so that 

causal and impacted variable does not have a problem of one to one endogeneity.

2. Secondly, despite this that there was a set a variable that appear both as a causal and 

impacted variables these have been labeled as common variables. The first 

objective of studying the correlation matrix was to study this problem. Therefore, 

the criteria used for selection of crisis variables was; that amongst the set of 

common variables those variables which were correlated with the pure dependent 

variable, were treated as dependent variables (or LHS variables) - that would go into 

the formation of the Index of Crisis.

METHODOLOGICAL ISSUES IN MEASURING ASIAN FINANCIAL CRISISVol. 35  No. 1       
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 PRINCIPAL  COMPONENT  ANALYSIS

Principal Components Analysis (henceforth PCA) is based on a linear transformation of 

the variables so that they are orthogonal to each other; hence, no information contained 

in the points in the event space is lost.  The normality assumption is not essential in PCA 

and with such a dispersed set of outcomes. PCA is ideally suited because it maximizes 

the variance rather than minimizing the least square distance. Since we want to develop a 

composite 'Index of Crisis' and relate it to two other indices of financial variables and 

macro variables, we need to choose the essential variables and arrive at relative weights 

for the purpose of consolidating these variables into a single index. This is facilitated by 

PCA. 

PCA linearly transforms an original set of variables into a smaller set of uncorrelated 

variables representing most of the information in the following form:

(6)

The first principal component, is defined such that the variance of y  is maximized. 1

Consider the p random variables x , x ,.. x subject to the constraint that the sum of 1 2 p 

squared weights is equal to 1, i.e.,              = 1. If the variance of y is maximized then the 1

sum of the squared correlations, i.e.,         is also maximized. PCA finds the optimal 

weight vector (a11, a12, a1p) and the associated variance of y1 (which is denoted as l1).

If the objective is a simple summary of the information contained in the raw data, the use 

of component scores is desirable.  It is possible to represent the components exactly 

from the combination of raw variables.  The scores are obtained by combining the raw 

variables with weights that are proportional to their component loadings.  In our case the 

component scores have been used for determining the weight of each of the raw 

variables in constructing a composite index. As more and more components are 

extracted, the measure of the explanatory power increases but it is necessary to strike a 

balance between parsimony and explanatory power. 

The goal of the Principal Components Analysis (PCA) is to reveal how different 

variables change in relation to each other, or how they are associated. This is achieved by 

transforming correlated original variables into a new set of uncorrelated (orthogonal) 

underlying variables (termed principal components) using the covariance matrix, or its 

standardized form – the correlation matrix. The lack of correlation in the principal 

April - September 2014
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components is a useful property because it means that the principal components are 

measuring different “statistical dimensions” in the data. The new variables are linear 

combinations of the original ones and are sorted into descending order according to the 

amount of variance that they account for in the original set of variables. Each new 

variable accounts for as much of the remaining total variance of the original data as 

possible. Cumulatively, all the new variables account for 100% of the variation. PCA 

involves calculating the Eigen values and their corresponding eigenvectors of the 

covariance matrix or correlation matrix. Each Eigen value represents the total remaining 

variance that the corresponding new variable accounts for. The expectation from 

conducting PCA is that correlations among original variables are large enough so that 

the first few new variables or principal components account for most of the variance. If 

this holds, no essential insight is lost by further analysis or decision making, and 

parsimony and clarity in the structure of the relationships are achieved.  Each factor is a 

combination of variables which are correlated with the principal component. 

This methodology has two purposes. Firstly, we have seen that both macro and financial 

variables were correlated. Under such circumstance it is not possible to use the variables 

in a regression framework on account of mulicollinearity. Secondly, when there were a 

large number of impacted variables we need to collapse them into a single dependant 

variable. 

There is a relevance of using PCA analysis in our modeling. It allows for data reduction. 

The reduced data set would contain the maximum information in all the variables, which 

were being considered as dependent variable. As a result of PCA the reduced data sets 

consists of variables which were not correlated to each other, since the principal 

component are orthogonal (perpendicular) to each other.

The purpose of principal component analysis is:

1. Firstly to extract from amongst impacted variables that are correlated as reduced set 

of principal components that are uncorrelated. 

2. Secondly this set of principal components is used through Joliffe method for 

selecting a reduced set of principle variables which are representatives of the 

retained principal components.  

3. The third step involves the extraction of the three sets of weights of the retained 

principle variables that represent a phenomenon namely, the crisis.  

METHODOLOGICAL ISSUES IN MEASURING ASIAN FINANCIAL CRISISVol. 35  No. 1       
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4. Fourth step is to collapse the principle variables into a composite index with the help 

of weights derived from step three.

Finally the PCA methodology enables us the construction of composite index. The crux 

of our methodology is to represent complex interrelated phenomena such as a crisis with 

the help of a single composite index, which could act as a unique dependent variable. It 

may be argued that there are many other factors that influence crises, but our PCA 

ensures that the variables which were chosen to construct crises index which was 

constructed with the help of composite index as explained latter in the section by using 

the weights, effectively represent the impact of all the crises variables. Since the 

principal variables are highly correlated to the principal components they contained the 

same information. One measure of the explanatory power of the index of the index 

formed by this procedure is given by the variation explained by the retained principal 

component.

COMPOSITE INDEX

Method for Construction of the Index

The main aim of our empirical work is to evolve a composite IOC (Index of Crisis) as per 

the Jha and Murthy (2003 & 2006) procedure.  Hence, we need to choose the essential 

variables by a data reduction procedure and arrive at relative weights for the purpose of 

consolidating these variables into a single index.

Xj = retained variables

Wj = component scores (weights).

The crux of our methodology is to represent complex interrelated phenomena such as a 

crisis with the help of a single composite index, which could act as a unique dependent 

variable. 

Scale and Code

It must be ensured that index does not suffer on account of problem relating to scale and 

code. The problem of scale arises out of the difference in scale of the variables that were 
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components of the composite index. In our case the problem of the scale has been 
10

handled by normalizing the variables . As a result variables are expressed in percentage 

term. The code of the variable refers to the interpretation of the direction of change with 

respect to the value or the measure of the index. For instance a high number in the index 

should represent an increase in the phenomena that the composite index stands for 

higher number should also be generated by the higher value of the component of the 

index, which implies a rise in the phenomena. For instance if exchange rate is expressed 

as a local currency unit per $ than we expect that during the crises there would be a sharp 

devaluation or depreciation of the currency hence the magnitude of the variable should 

rise. It is therefore necessary that there must be a consistency between the magnitude of 

the code and the interpretation of direction of change of the phenomenon on the one hand 

and also the consistency with- in the code in relation to the individual variables that 

constitute the code. Therefore a composite index would be representative only if the 

components of the index are representative and the scale and code both are consistent.

Advantage of the composite index:

To ascertain whether the composite index functions better than the individuals variables 

we estimated as a regression equations by including the principal variable directly in the 

regression. The results were not satisfactory and to the contrary a composite index 

performs better. Apparently the complexity of the phenomenon was better represented 

by a composite index that represents the combined information content. At the same time 

it reduces the number of variables and permit higher degrees of freedom.

RESULT  AND  ANALYSIS

So far we have explained what would be our methodology and how it was different from 

the earlier studies. The following sub-section interprets the results of various procedures 

which were applied to the data set in order to arrive at some meaningful conclusion from 

the raw data which was taken from the World Development Report and World 

Development Indicators (World Bank).

10
Through the dummy variables exercise (not reported).
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Causality Test 

The Granger causality test consists of testing pairs of equations expressed below:

Y  = a X  + a2 Xt-2 + b1 Yt - 1 + b2 Yt - 2 + u1t ......... (8)t 1 t-1

Xt  = c1Xt - c2 Xt-2 + d1 Yt - 1 + d2 Yt - 2 + u2  ......... (9)

Causality test has been conducted on a set of 30 variables. There were a total of 435 

combinations. Accounting for own covariance which are 15 (in pair) in number, we have 

left with 420 combinations. Since the procedure of testing involves testing in pair it 

implies that there were 210 causality tests that were applied. On account of transitivity 
11

the number of combination are halved . Those variables which have shown two ways 

causality were dropped. If there were two way casualties one cannot identify which 

variable is to be taken as dependent variable and which variable as independent variable. 

The result of the causality exercise shows that there are 19 causal variables (Table 1 and 

2). As far as impacted variables are concerned there were sixteen impacted variables 

(Table 3 and 4). 

The common variables which were occurring both as a cause and as an impact variable 
12

were shown in Table 5 . In all there are fifteen common variables.  Thus out of sixteen 

impacted variable only one variable was left as pure impacted variable, that is, M9 

(FP.CPI.TOTL.ZG–Inflation, consumer prices (annual %)).

Correlation Analysis

At this stage of analysis we do not know with surety which variables were impacted 

variables and which were causal variables. Through causality test we know that there 

were 15 common variables. Which out of these variables would be retained as impacted 

variables and would form a part of the index of crisis would be sorted out through 

correlation analysis. 

First of all correlation among the pure impacted variable M 9, Inflation, consumer prices 
13

(annual %) and the 15 common variables was calculated . Out of the list of 15 common 

variables only 14 were retained. Variable F15 - Total debt service (% of GNI) was 

11
Result not reported. The result were tested at 10% level of significance

12
Marked as C in Table 5.

13
By using SPSS 15.
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dropped because of non availability of data in case of some countries. Common 

variables that were correlated with the single impacted variable M9 Inflation, consumer 

prices (annual %) were retained as impacted variable. One can afford that correlation 

could be high in case of impacted variable, since we have to construct a composite index 

out of it with he help of PCA that ensures that the correlation is removed. After applying 

correlation analysis the variables which were found to be highly correlated with the pure 

impacted variables have been reported in Table 6.  At this stage we know which table is 

to be considered for the construction of the index. 

Formation of index of crises:

PCA was applied on impacted variables shown in Table 6. The purpose of applying PCA 

was to arrive at a set of dependent variables that are inter-correlated and that retained the 

maximum possible information contained in all the impacted variables, which were 

being considered as dependent variables. The final procedure for the formation of the 

index involved the following steps:

1. Determination of number of principal components to be retained. In this step we use 

the Kaiser criteria and retain three principal components where eigen value was 

greater than one. Table 7 shows the total variance explained by the extracted 

principal component. It is evidenced that over 72% of the information is captured by 

the retained component.

2. Rotation of component: with the help of varimax rotation with Kaiser 

Normalization the component were rotated. This was done with a view to obtain the 

clear interpretation of the components. This resulted in a set of component scores of 

each of the nine variables with respect to the three retained components. Table 8

gives the component scores coefficient matrix.

3. Selection of principal variables: We have used the Joliffe procedure explained 

earlier to select the principal variables. We have selected three variables in the 

descending order beginning with the largest component. Accordingly the three 

principal variable selected were; M 3 Exports of Goods and Services (% of GDP), M 

10 Official Exchange Rate (LCU per US$, period average, % change over the 

previous year) and F 8 Lending Interest Rate (%).

4. By using the weights from the component score coefficient matrix, which has been 

given by the PCA analysis in step three we would construct the index of dependent 

variables. Composite index of impacted variables (Y variable the LHS variable) was 
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calculated by multiplying the variables M 3 Exports of goods and services (% of GDP) 

by .315, variable M 10 Official exchange rate (LCU per US$, period average, % change 

over the previous year) by .402 and F 8 Lending interest rate (%) by .694 as weights .

..................... (10)

Working of the Index

The code of the variable refers to the value and direction of each included variable in 

relation to the value and direction of the index. IOC measures the crises therefore a 

higher value of the index should represent a higher degree of crises. Percentage change 

in the Official exchange rate over the previous year has been expressed as LCU/$ 

therefore a rise in its value would represent depreciation of domestic currency. In affect a 

higher value implies an increase in the degree of crises. With depreciation it may be 

expected that value of exports of goods and services as a percentage of GDP increases 

which also adds to the value of the crises index. Similarly we could expect a higher 

lending interest rate as well during the period of crises. Hence all the three variables 

conform to the desired code of IOC. That is the entire three variables rise in value term 

when the rises increase. So also does the index of crises. Therefore the code of the 

components of the index and the crises index itself share the same interpretation.

During crises in general there would be a tendency to inflation. Secondly there could be a 

speculative bubble therefore it is expected that after monetary authority resort to tight 

money policy. Hence the interest rate is likely to increase. The purpose of adopting this 

elaborate procedure was dual. Firstly it was aimed at developing a composite index. 

Secondly it was important to ensure that a correlation amongst retained variables is 

minimized which is a merit of PCA methodology. After having constructed an index it 

was necessary to verify the degree of correlation. Table 9 shows that the correlations 

among the retained principal variables that have been used for constructing an index 

were low and not statistically significant. Thus, our methodology summarizes 

information from amongst the most important financial and macroeconomic variables 

without distorting the estimates since the variables post PCA are uncorrelated.

ANALYSIS  OF  THE  INDEX  OF  CRISIS

In the following section we shall be analyzing the trends in the index – across phases of 

the crisis, namely, pre-crisis, crisis and post crisis. The first observation is that clearly 
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during the crises window all countries have been affected including India. This is 

evidence from a discrete jump in the index of crises across countries. However it can be 

seen that the impact on India was minimal. One conclusion is that this justifies treating 

India as the base because it was least effected yet it was not a country that was unrelated 

to the crises. 

The pre-crises period showed different patterns which can also be gauged by subsequent 

analysis of mean and standard deviation. The index witnesses a marginal declining trend 

in the case of Thailand. A stable but increasing trend was observed in the case of Korea. A 

declining trend with stagnancy for four years in the case of Indonesia and a very similarly 

trend in the case of Malaysia was observed. In the case of India there was a slight rise in 

early 1990's and thereafter there was a declining trend during pre crises period.

The highest index was that of Korea which was in the range of 63-64 while the lowest 

was of India which was slightly less than half at 31-32. Most of the countries during the 

crises were in the range of 60's. In fact the highest index was of Indonesia which stood at 

64.74. Another feature was that the index rose from between 1997-98 uniformly. In the 

case of India the rise was less than one point on the scale. The maximum rise was in the 

case of Indonesia that was around 17 points. Although the Korea has the highest index on 

an average the jump was just about one point. Similarly in the case of Thailand and 

Philippines the appreciation was around 3.5 points.

During the recovery phase the patterns were more stable in the case of India there was a 

decline down to 40% and the recovery was almost complete except for a marginal 

overall rise in comparison to the pre crises period. Philippines and Thailand both 

experienced a halving of the index after crises and a mild decline towards pre crises 

levels in the next three years. In the case of Korea while the dip in the index was down by 

one third there was a marginal rise and a stable trend which resembled the late 80's. In 

both Malaysia and Indonesia the decline was less than half and there was a mild tendency 

towards a falling index which approximated there state at the end of 80's and beginning 

of 90's. (All the results of the above analysis are reported in Table 10). 

 GRAPHICAL  INTERPRETATION 

Most of the above trends were visible in the graph shown below (Figure 1 to Figure 5). 

However, since the analysis only reveals the average we would like to comment on some 

of the extreme points in the graphs. In Thailand the trend started around 23 points and 

METHODOLOGICAL ISSUES IN MEASURING ASIAN FINANCIAL CRISISVol. 35  No. 1       



BUSINESS ANALYST18

went up to high of 50. Even immediately after the crises it went down to 25. This shows 

that the recovery was pretty fast and complete. At the end point the index interestingly 

came back to 22. Philippines showed a much more volatile pattern it began at 32 and 

went up to almost 35 in 1990 then it sharply fell to 18 at the beginning of the crises. 

During crises it short up to 40 but the recovery was good because it stabilize around 20. 

Korea showed a distinct pattern of a high level of the index hovering around 40 with a 

sudden kink during a crises from 45 to 65. Indonesia clearly shows a slump with the pre 

crises period having a low of 24. It peaked up to 65 and gradually tapered of to 33, which 

was around the pre crises levels. The pattern of Malaysia was a mixture of Korea and 

Indonesia. .It started around 40 and ended around 35. The general pattern was like Korea 

with a long period of slump like Indonesia. It peaked up to 61.4 and the recovery period 

was somewhat turbulent. Interestingly India's pattern was similar to that of Philippines. 

There was an initial high of 24 in 1990 similarly to Philippines. There was a relatively 

small period of stagnancy when the index went down to 10. 

India started at a level of under 20 while other countries started at about twice that of 

India's level of IOC. India faced an internal shock in 1990-91 because of which it 

witnessed a peak in that year. However, it can be noticed that even this peak was well 

below the entire range of all other countries in the pre-crisis period. The second peak of 

India was around 31, in 1998. India's 'crisis peak' was below the average of other 

countries. The highest peak was 64 (Indonesia). It must be noted that all these 

comparisons are based on normalized variables and an in index form. Therefore, there is 

no bias on account of size of the economy. If at all this should inflate India's values. On 

the whole the level of the curve in India was consistently below, all other countries. 

During the post crisis period also India's performance was much better. The IOC came 

down to 12.62 and finally, India landed up at 12, in 2002, which is below where it had 

started in 1987. The worst value of IOC during recovery in India was 14 whereas in 

Korea it was 44.

In the final graph (Figure 7) that compares the pattern of all the countries the differences 

in pattern and levels are apparent before and after crisis. However the similarity during 

the crises was also striking. During crisis all countries behave similarly. The implication 

is that for drawing lessons the period of crisis does not provide any differential basis. It 

only shows the 'contagion effect'. During crisis expectations are flat. There are no 

incentives in the economy. This instills a commonality amongst countries. Therefore 

they can mainly be drawn from the pre-crisis behavior.
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CONCLUSION

The foregoing study demonstrates that PCA and the particular use of principles variables 

along with other attendant empirical procedure leads to the construction of composite 

index that is bias free, representative and easy to interpret. The trends both empirical and 

graphical clearly show how a complex phenomenon of crisis has been captured by this 

index. It depicts the general phenomenon of crisis. It captures the distinct kinks that have 

occurred during different crises. Yet it is capable of showing the individual variations 

and finally, it discriminates between crisis ridden countries and India which happens to 

be a control.
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Figure 1

Figure 2
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Figure 3

Figure 4
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Figure 5

Figure 6
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Figure 7

BUSINESS ANALYST24 April - September 2014



Table 1: Macro Causal Variables (Code and Name of the Variable)

Table 2: Financial Causal Variables (Code and Name of the Variable)
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Table 3: Impacted Macro Variables (Code and Name of the Variable)

Table 4: Impacted Financial Variables (Code and Name of the Variable)
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Table 5: List of Common Variables 

* Variable which was dropped due to non-availability of data in case of some countries.
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Table 6 Variables which were Significantly Correlated with Variable M9 

(Retained as Y Variable LHS)

Table 7 Total Variance Explained

Table 8 Component Score Coefficient Matrix

Extraction Method: Principal Component Analysis

Extraction Method: Principal Component Analysis
Rotation Method: Varimax with Kaiser Normalization

BUSINESS ANALYST28 April - September 2014



Table 9 Correlations

Table 10

* Correlation is significant at the 0.05 level (2-tailed).
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SHORT-TERM IMPACT OF M&A ON SHAREHOLDERS' 

RETURNS: A STUDY OF CORPORATE ACQUIRER FIRMS 

IN INDIA

1 2 3
Anshu Agrawal , P.K. Jain and Sushil

Mergers and acquisitions (M&A) constitute crucial investment decisions; being so, they 

are expected to have significant implications for corporate firms' performance. To be 

consistent with the objective of wealth-maximization, the M&A decisions should have 

positive impact on the shareholders returns. The study assesses the stock returns for the 

acquirer firms, associated with M&A announced in India during the years 2002-2008 

(peak to peak); the present sample consists of 136 acquirer firms: 19 from auto-

ancillary, 42 from pharmaceutical, and 75 from IT sector. Results indicate that the M&A 

announced in Indian corporate sector during the stated peak of M&A as value 

creating/enhancing. Shareholders of acquirer firms have earned/ gained excess to 

normal returns around M&A announcement; the magnitude of returns and the period of 

returns-conducive window pertaining to IT was significantly better vis-a-vis auto-

ancillary and pharmaceutical sector; perhaps the IT boom period (observed 2004 

onwards) could be reason. Further, we have observed that the stock market response to 

M&A announcements lasts, by and large, for a weak only. 

Key words: M&A Announcements; Abnormal Returns; Event Study; Acquirer Firms; 

Clean Window; Contemporaneous Events

INTRODUCTION

M&A are vital corporate investment decisions. These decisions are reckoned as value-

creating strategies expected to bring synergistic benefits to the merging entities, 

operating, marketing, managerial, and financing and so on. The darker side is that, 

returns from M&A are highly uncertain; a large body of literature has observed M&A as 

value-deteriorating strategy, particularly, from acquirer firms' perspective (Agrawal et 
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al. 1992; King et al. 2004). To be consistent with the goal of wealth-maximization, M&A 

should be able enhance/ improve the profitability/returns/ value to shareholders. The 

underlying potential of M&A decisions starts reflecting much earlier, on their 

announcements it-self, in form of share-price fluctuations. Since, M&A decisions 

involve huge stake of funds, there potential merits assessment at earliest. 

Since post-liberalization reforms (1990), the investment in M&A in India has been 

evidencing a consistent growth pattern. Recent M&A wave (2002-08) has proved to be 

the wave of M&A mania, with spurt growth observed in terms of value as well as 

volume. During the year 2007 (before the recession set in) the M&A value in India was 

all time high, recording USD 70 billion, revealing a growth rate of 150 per cent vis-a-vis 

global growth rate of 49.11 per cent. After a minor correction, observed during the years 

2008 and 2009, the M&A market in India has revived, registering a growth of 159 per 

cent in 2010 (touching the same level as was witnessed during 2007). The parallel 

movement of M&A activities with economy is suggestive of M&A activities to be a 

significant part of economic development. More vivid M&A market is foreseen with the 

rise in the level of economic growth in the coming years. 

This paper attempts to assess the impact of M&A in India. As per efficient market 

hypothesis, stock prices quickly absorb every new information/announcement/ 

corporate event in the market and transmit the same in forms of stock price fluctuation. 

Therefore, it has been a general practice to assess the economic effect of corporate 

events in terms of stock-returns using event study methodology. Using this 

methodology, the study attempts to examine the abnormal returns associated with M&A 

announcement pertaining to shareholders of acquirer firms in India. The study examines 

the M&A announced during M&A wave pertaining to the time span of 2002-08; the 

sample period has been assumed useful in bifurcating the returns during different 

economic scenarios; for instance, the period 2002 onwards has witnessed economic 

uprising; during 2007 M&A were at peak; the year 2008 was the recession year (Figure 

1). Such a sample would be insightful for identifying the impact of economic changes on 

M&A. The study covers three sectors, namely, auto-ancillary, IT, and pharmaceutical. 

LITERATURE  REVIEW

Announcement impact of M&A has been an extensively researched area in literature. 

Notwithstanding the fact, the findings are non-convergent as to whether M&A decision 
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adds to the value of shareholders' or deteriorates it. A brief review of stock-price studies 

over three decades (1994 to 2005) by Kumar and Panneerselvam (2009) is suggestive of 

the wide disparity in the empirical findings, albeit the similar methodology with minor 

variations in data, periods, or region covered. Studies by Datta, et al. (1992), Bruner 

(2002), King et al. (2004) also corroborate the same. 

Large number of empirical studies support positive abnormal returns associated with 

M&A announcement (Markides and Ittner 1994; Cakici et al. 1996; Schwert 1996; 

Maquieira et al. 1998; Eckbo and Thorburn 2000; Kohers and Kohers 2000; Doukas et 

al. 2002; Beitel et al. 2004; Anand and Singh 2008; Mittal, et al. 2012; Rani et al. 2013). 

Fee and Thomas (2004) have witnessed abnormal returns of 3.06 per cent over a three 

days window around announcement (day -1 to day +1) on analyzing 554 horizontal deals 

taken place during 1980-97. Anand and Singh (2008) have examined the effects of M&A 

announcements on private sector banks in India over a forty days event window; 

findings have shown significant accumulations of abnormal wealth in three to eleven 

days window for bidder as well as target banks. 

Few studies docuent M&A as value-deteriorating decisions (Jensen 1986; Shleifer and 

Vishney 1989; Kuipers et al. 2002; Martinez-Jerez 2002; Akbulut and Matsusaka 2003). 

There are some studies, which have observed significant negative returns up to five cent 

for the acquirer firms (Sirower 1997; Datta and Puia 1995; Corhay and Rad 2000; 

Mulherin and Boone 2000; Mitchell and Stafford 2000; Walker 2000; DeLong 2001; 

Houston et al. 2001; Goergen and Renneboog 2004). 

There also exist studies that suggest no significant impact of M&A on the stock-returns. 

For instance, study by Andrade et al. (2001) suggests 3-days abnormal returns around 

announcement for target firms, whereas, no conclusive evidence has been noted for 

abnormal returns to the acquirer firms. In a review study of 14 informal and 100 

scientific studies (during 1971 to 2001), Bruner (2002) observed massive studies 

indicating sizeable positive returns for shareholders of target firms, zero returns for 

acquirer firms and positive combined returns for both bidder and acquirer firms.

Jensen and Ruback (1983) have observed significant difference in the shareholders 

returns from mergers and acquisitions (as separate events); shareholders of bidding 

firms have earned significant positive gains of 2.4 per cent to 6.7 per cent and weighted 

average returns of 3.8 per cent in successful tender offers; in marked contrast, 

zero/negligible returns have been noted for the shareholders of bidding firm for mergers. 

SHORT-TERM IMPACT OF M&A ON SHAREHOLDERS' RETURNS 33Vol. 35  No. 1       



34 BUSINESS ANALYST

Hassan et al. (2007) on assessing mergers and acquisitions (as separate events) in US 

pharmaceutical industry have noted the abnormal returns (short-term as well as long-

term) in cases of acquisitions only. In Indian context, Kumar and Panneerselvam (2009) 

have identified positive short-term abnormal returns from mergers as well as 

acquisitions, which have taken place during 1998-2006.  

The available studies along with inconclusive findings also reflect the regional disparity; 

the available literature seems to be more focused on M&A activities pertaining to the 

western developed economies; the developing economies such as India seem to be 

inadequately attended, albeit the consistent momentum of M&A observed in these 

economies. In spite of globalization, there exists wide difference in the corporate 

culture, economic environment, investors' sentiments, regulatory environment, etc.; this 

then constitutes rationale, for more comprehensive studies pertaining to M&A in India. 

RESEARCH  METHODOLOGY

The paper assesses the magnitude of stock returns associated with M&A announcements 

using event-study methodology (Brown and Warner 1980; 1985). Event study is a 

widely accepted approach/ statistical tool used for assessing the impact of particular type 

of firm-specific events, such as, mergers, earnings/ dividend announcements, stock-

split, bonus announcements, etc. on the security prices of the affected firm.

Event study measures the extent of abnormality in the security price behaviour around 

event announcements, i.e. the extent to which security returns react differently from the 

expected returns. In particular, it measures the abnormal returns gained by firm's 

shareholders due to unanticipated corporate events; the magnitude of the abnormal 

returns around the event announcement is a measure of the impact of the particular 

unanticipated event on the firm's shareholders wealth (Brown and Warner 1980); the 

positive abnormal returns signify the value-creation and decrease in the returns indicate 

value-deterioration. 

Key constituents of event study analysis are the event, event date, event window, 

estimation model, estimation window, and estimation period. 

Event signifies the corporate action whose impact the researcher would like to examine; 

in the present context, the event is the M&A announced during 2002-08 in auto-

ancillary, IT, and pharmaceutical sectors in India. 
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Event date or 'zero date' refers to the first date of the public announcement of an event. 

For the purpose of announcement, the corporate firms normally prefer newspapers, 

magazines, stock-exchange websites, and companies' website. Present study reckons the 

first date of M&A announcement, as per Centre of Monitoring Indian Economy (CMIE) 

database PROWESS, as the event date; additionally, the validity of the event date is 

cross-verified primarily using newspaper clippings, companies' website, websites of 

Bombay Stock Exchange and National Stock Exchange.

Event-window refers to the period during which the event occurs. It has been observed 

that the security prices are most vulnerable to the event information during this period. 

Event study examines the impact of a corporate announcement on stock-price behavior 

(regarded abnormal returns) during the event window. 

As per efficient market hypothesis, market prices quickly adjust to new information 

announced in the market. Literary findings also suggest that abnormal returns, in 

general, last for less than a week around announcement; this then constitutes the 

rationale for examining the economic effect of an event normally observed to persist for 

a short- period (not extending beyond a week). To be on conservative side and keeping in 

view the possibility of market-noise before the actual announcement, the present study 

considers a relatively larger window of four weeks; event window (used in present 

study) consists of 31 days, i.e. 15 days prior to M&A announcement and 15 days after the 

announcement. 

Estimation window refers to the period prior to the event window, during which the 

share-prices are supposed to have no influence of the event announcement. The period is 

used for estimating expected returns; this ensures that estimate of the normal returns are 

not influenced by the event-related returns. In present context, estimation window of 

120 days, ranging from -145 days to - 26 days has been considered; for better results, the 

period of 10 days before event-window (-15 to +15) has been excluded. Thus, the total 

estimation period used in the present study consists of 161 days: 31 days event window, 

10 days left-out period and 120 days estimation-window (as portrayed by estimation 

time line, Figure 2). 

Estimation model refers to the model used to estimate the expected returns. The present 

study uses the traditional single factor market model for the estimation the expected 

returns; this model involves the regression of a stock's returns against market index. The 
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4
present study uses S&P CNX 500  as the proxy of market returns (R ). m

3.1 Data collection and sample description 

M&A announcement information has been collected from CMIE's database PROWESS 

(version 4.1). To confirm the validity of announcements dates, the newspapers 

clippings, websites of concerned companies, Bombay stock exchange (BSE), and 

National Stock Exchange were also consulted. The daily share-prices information and 

market index information has been collected from the archives of National Stock 

Exchange of India (NSE) and Bombay Stock Exchange (BSE). 

Selection criteria for sample firms

The acquirer firms that satisfy the following criteria form the part of study.

(i) The firm should be listed at National Stock Exchange (NSE) or at Bombay Stock 

Exchange (BSE).

(ii) The daily share-prices information of the firm for the estimation period 161 days 

should be available. 

Additionally, to ensure capturing exclusive/pure impact of M&A, the study uses certain 

sample selection criteria (McWilliams and Siegal 1997). The sound criterion requires 

that event window should not be contaminated with any contemporaneous 

announcement (i.e. the announcements likely to have bearing on the share-prices); for 

the purpose, the sample firms have been filtered-out to ensure that during the select 

event-window of 31-days no other announcements except M&A should have taken 

place. The select list includes: announcements of the financial result; dividend 

announcements; announcements or ex-dates of share split, stock dividends-issue of 

bonus shares; announcements of new share issue in form of domestic or international 

offering in form of Public Offer, Preferential Issue, Foreign Currency Convertible 

Bonds (FCCB), and American Depository Receipts (GDR); announcement of capital 

investment in a new project. It is customary that if a firm receives an order of substantial 

4
The S&P CNX Nifty is a stock market index and benchmark index for Indian equity market; it covers 22 

sectors of the Indian economy, thus offering investment managers exposure to the Indian market in a single 

portfolio. The S&P CNX Nifty index is a free float market capitalization weighted index. It represents 

about 67.27% of the free float market capitalization of the stocks listed at National Stock Exchange (NSE) 

as on September 30, 2012. 
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value, or from prestigious customers, it informs about the same to Bombay Stock 

Exchange, as these announcements are likely to have positive influence on the firm's 

share-prices. The firms with such announcements during 31 days event window were 

excluded from the sample. 

The detailed sample description is contained in Table 1. After filtering, 136 firms (out of 

341 firms) form the sample for the study, representing nearly 40 per cent of the acquirer 

firms (involved in M&A) during the period of study; sector-wise observations are also, 

by and large, similar. This may be considered statistically adequate sample representing 

the universe; therefore, the results obtained from analysis may be regarded credible. 

Key hypotheses and statistical significance test

Hypothesis: In view of corporate objective of shareholders' wealth-maximization, it has 

been hypothesized that shareholders of acquirer firms would earn excess to normal 

returns on M&A announcements.

Statistical test: To test the hypotheses, the study uses 'crude dependence adjustment test' 

(Brown and Warner, 1980). The test compensates for the potential dependence of returns 

across the security-events. For the purpose, Brown and Warner suggest the estimation of 

standard deviation of abnormal returns from the time series of residual returns over the 

estimation period; the use of single variance estimate for the entire sample would 

overcome the potential problem of the unequal variance across the securities. 

3.3 Computation of abnormal returns

The event study examines the extent of price movement actually caused by event 

announcement, i.e. the abnormal behavior in the stock return. Analysis of abnormal 

returns associated with the announcement of a corporate event is the core of event study 

analysis. The study uses following computation steps to measure the abnormal returns 

from M&A announcement. 

Step 1: Computation of actual returns 

Actual returns are the normal returns earned from a security. Actual return of security i at 

time t are computed using following formula: 

.....................................................................(1)
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P  is the security price at time t and P  is the security price at time t-11 0

Step 2: Computation of estimated returns

Estimated returns signify the expected returns from a security under provided market-

conditions and risk associated. In present context, the expected returns are estimated 

using market model as

     ....................................................................(2)

Where, R  represents the estimated return on stock i at time t; α and β are estimated i,t i i  

parameters; α is a intercept term and β is beta coefficient; R   is the market return m,t

computed using S&P CNX 500. 

The market-model regression findings for the estimated returns are provided in 

Appendix V; t-statistics findings indicate that the beta coefficient are highly significant 

for majority of the acquirers, signifying significant positive correlation between market 

returns and securities returns for the sample firms analyzed.  

Step 3: Computation of abnormal returns

Abnormal returns (AR ) signify excess of the actual returns over the estimated returnsi,t 

...............................................(3)

Step 4: Computation of average abnormal returns (AAR)

The AAR for each day in the event window is computed as:

          ............................................................................(4)

Where, N is the number of firms.

Step 5: Computation of cumulative average abnormal returns (CAAR)

The cumulative impact of the M&A announcement on the security returns has been 

assessed in terms of cumulative average abnormal returns (CAAR); CAAR for a given 

security is the summation of daily average abnormal returns (AAR); the cumulative 

returns for an event window ranging from T  and T would be estimated using following 1 2 
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equation:

        ...................................................................(5)

Step 6: Computation of standard estimate for abnormal returns

Standard estimates for abnormal returns have been computed as:

.................................................(6)

Where, AAR is computed as per Equation 7:

  ...........................................................................(7)

Step 7: t-statistics for Abnormal Returns during Event-Window

The t-statistics for AAR and CAAR during day t in the event widow is estimated as:

Where, N= respective window period, T  - T  + 12 1

EMPIRICAL  FINDINGS 

Results of event study conducted to capture the abnormal returns associated with M&A 

announcements are on expected lines. Findings present empirical evidence that 

shareholders of acquirer firms experience statistically significant positive average abnormal 

returns (AAR) around the announcements date and cumulative average abnormal returns 

(CAAR) in multi-days event window (Tables 2 and 3). However, the impact of M&A 

announcements are temporary and generally persists for a week around announcement, 

with the profound impact on the announcement day or closer to it. The findings have been, 

largely, consistent for all the sectors covered by the study (Figures 3 and 4); additionally, no 

significant changes in returns pattern have been observed in different years.
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Findings pertaining to auto-ancillary sector

For auto-ancillary sector, the AAR have been positive for sixteen days during 31-days 

window; inter-se, the more robust impact has been observed closer to the announcement 

date. For M&A announcements pertaining to 2002-08, the positive AAR have been 

noted for eight to nine days around announcement date; two to three days prior (t=-3) and 

four to five days (t=+5) after announcement (Table 2). The findings are similar for all the 

years, covered by the study. The trend of AAR and CAAR accruing to the shareholders 

of acquirer firms during the 31-days event- window are portrayed in Figures 5 and 6. 

Figures manifest positive trend related to AAR and CAAR for each year subsequent to 

M&A announcement from 2002 to 2008. All the seven lines (one for each year, i.e. six 

lines plus one for the aggregated period 2002-08), by and large, appear to be moving in 

congruence; implying M&A announcements provide consistent favorable short-term 

returns to investors in the Indian stock market. 

An in-depth examination of event window from investors perspective indicates, the 

window ranging from day t (-3) to day (-1) to be the most conducive/rewarding window, 

as maximum returns have been earned during this window period; the AAR of day t (-1) 

seems to be high 2.43 per cent for all the years (2002-08); it is statistically significant (at 

99 per cent confidence level).

From the perspective of cumulative returns, the increasing CAAR pattern has been 

observed from two or three days prior to announcement up to day t (0), following modest 

growth for five to seven days thereafter (Figure 5). Relevant data indicates that windows 

of day t (-2) to day t (4) and from day t (-2) to day t (3) are most beneficial windows, 

registering significant accumulation of returns in range of 4.5 to 5 per cent. Thus, the 

findings are suggestive of such investments (made in shares of acquiring firms around 

announcement date of M&A) as rewarding (Table 8).

Equally significant finding is that the AAR pattern on the event date, i.e. day t (0), 

appears to be negligible or even negative for most of the years. The excess selling 

pressure developed in the market, in response to the substantial hike in stock prices prior 

to announcement, perhaps could be the reason. Notwithstanding the substantial fall in 

the returns on day t (0), the pattern of positive AAR has shown a modest revival, which 

continues for a few days. The resurgence of positive AAR wave after day t (0) 

corroborates that the abnormal returns observed around announcement were due to 

affirmative investors' perceptions for M&A. 
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In view of preceding findings, it seems reasonable to conclude that M&A 

announcements in auto-ancillary sector are positive news for the investors in the stock 

market. The investors perceive M&A to be the value-creating decisions; as a 

consequence positive AAR starts triggering, as soon as the M&A announcements noise 

arrives in the market; however, it is not long lasting and vanishes within a week after 

announcement. 

Pharmaceutical sector

Findings pertaining to pharmaceutical sector are, largely, on the pattern of auto-ancillary 

sector. Results (as anticipated) show favorable impact of M&A announcement on the 

stock-returns of acquirer firms from Indian pharmaceutical sector. Relevant data 

(contained in Table 4) indicates a positive drift in the AAR around the M&A 

announcement. The findings for all the years appear to be in congruence, as depicted  by 

the parallel movement of the AAR and CAAR for all the years (Figures 7 and 8). 

Results manifest positive abnormal returns for six days around M&A announcement, 

initiated from day t (-3) to day (2). The AAR up to day t (-4) seems to be virtually 

negative; there appears to be a positive momentum on day t (-3) in majority of the years 

covered by the study; in fact, the years 2004-05 and 2005-06 exhibit significant 

abnormal returns of 3 to 4 per cent. The AAR trend from day t (-2) to day t (0) also 

appears to be positive, yet, there has been a significant decline in returns in relation to 

returns observed on day t(-3); this might be due to the excess selling activity in the 

market in response to the substantial price rise observed in the market on day t(-3). The 

major impact of M&A announcement has been observed after the announcement date; 

findings indicate the day t (2) to be the most beneficial/rewarding day, reflecting the 

maximum or near to maximum returns during the entire window. 

As far as accumulations of returns are concerned, negative CAAR has been noted during 

the entire window; implying no significant accumulated returns to the shareholders of 

the acquirer firms (Table 5 and Figure 8). CAAR from day t (-15) is evidencing a 

consistent decline; however, from the day t (-4) onwards, the declining tendency seems 

to have reduced as indicated by the upward slope of CAAR curve from day t (-3) to day t 

(2) (though negative), prima-facie, signifying returns accumulation in six days window 

(Figure 8). 

The window from day t (-3) to day (2) has been identified as the most beneficial window, 
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with maximum accumulation of returns of 2.8 per cent; additionally, significant CAAR 

of about 2 per cent has been observed in the window from day t (-1) to day t (2). 

The findings corroborate positive impact of M&A announcements on stock-returns of 

the acquirer firms from pharmaceutical sector in India; nevertheless, the impact subsists 

for the very short-span of time, say, for a few days around M&A announcements. 

Findings pertaining to IT sector

IT sector acquirer firms manifest positive abnormal returns and cumulative abnormal 

returns associated with M&A announcement. Results show a pattern of positive AAR 

throughout the event window for all the years analyzed; the AAR are positive for 

eighteen days for M&A announced during the years 2002 to 2008; within this, the 

returns for four days are statistically significant. The findings are, by and large, 

consistent for all the years. 

Although, the spread of positive returns seems to be during the entire window, yet, the 

rigorous impact of M&A has been observed closer to the announcement date, either one-

two days prior (t=-2) to announcements or on event-date itself. The AAR on t (-1) or day t 

(0) are positive and sizeable for most of the years analyzed, followed by significant fall 

on day t (1) (Table 6 and Figure 9).

Rally of positive AAR evidenced throughout the window has yielded the accretion of 

significant returns during the event-window. For instance, the CAAR are positive during 

the entire-window for the years 2005 to 2008; consistent pattern of positive CAAR from 

day t(-13) to day t (+1) has been noted for the year 2002-03; similarly, positive CAAR for 

27 days has been noted for the announcements pertaining to 2003-04. The maximum 

accumulation of returns has been evidenced in windows from day t (-1 to + 6), day (-1 to 

+3), and day (-1 to +4). 

Findings signify the significant accretion of returns in relatively larger windows for IT 

sector vis-a-vis auto-ancillary and pharmaceutical sectors. For instance, for the M&A 

announcements during the period of study (2002-08) window from day (-15 to +15) has 

been identified as most beneficial, evidencing the trail of positive AAR and CAAR 

during the entire window. Year-wise analysis also exhibits similar pattern of large 

conducive windows; for the year 2002-03, CAAR of 4.9 per cent have been noted from 

day t (-13) to day t(-1); year 2003-04 exhibits 8.5 per cent returns from day t(-14) to day 
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t(-8);  for year 2004-05 accretion of 20.27 per cent of CAAR has been noted from day t(-

2) to day t(10); year 2005-06 has evidenced a significant accumulation of above 28 per 

cent of CAAR from day t (-15) to day (14); the year 2007-08 has evidenced the CAAR of 

nearly 12 per cent during the window of t (-15) to day t (2).  The positive pattern of AAR 

and CAAR observed during the entire window reflects the confident behaviour of 

investors in the stock market, towards M&A announcement (Table 8).

In view of above findings, it is reasonable to conclude that M&A announcements 

information has a positive effect on the share-prices of the acquirer firms in India. M&A 

announcements are affirmative news of the investors in the stock market; investors 

associate M&A announcement with bright future prospects of the acquirer firms, 

leading to the favourable fluctuation in security prices for a few days around M&A 

announcement. 

In view of these empirical evidences, signifying the significant abnormal returns and 

cumulative abnormal returns to the shareholders acquirer firms associated with M&A 

announcement, the hypothesis that acquirer firms' shareholders earn excess to normal 

returns associated with M&A announcement has been accepted. 

CONCLUDING  OBSERVATIONS

The paper addresses the impact of M&A announced in Indian corporate sector during the 

years 2002-08 on stock returns of acquirer firms. M&A panorama has undergone 

tremendous changes during different phases; recent/sixth M&A wave (the period 

covered by the study), in fact, was reckoned in India as M&A tsunami, with valuation 

touching USD 70 billion. Additionally, with the dynamism of environment (economic, 

regulatory, industrial, technological), material changes have been observed in corporate 

mission, vision and goals, risk taking attitude, investors sentiments, etc. The study adds 

value to literature by exploring the returns gained by shareholders of acquirer firms in 

India during recent M&A wave. Using multi-sectoral framework (involving acquirer 

firms from auto-ancillary, IT and pharmaceutical sector), with the sample-mix 

representative of manufacturing, service and ancillary sectors, the study has attempted 

to provide a comprehensive view of entire industry. Additionally, study captures 

exclusive impact of M&A (by cleaning the event window for contemporaneous events).  

Results indicated that the M&A taken place in Indian corporate sectors during recent 

M&A wave were value-augmenting; empirical findings showed the average abnormal 
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returns (AAR) for few days and cumulative average abnormal returns (CAAR) in multi-

days window earned by the shareholders of acquirer firms around M&A announcement 

during the event window.

Findings are suggestive of M&A announcement as positive information for investors in 

the Indian stock market. In other words, investors associate M&A as value-enhancing 

strategies. 

Figure 1 exhibits, the Nifty returns observed during 2002 to 2012. The present sample 

covers two phases of economic development, first: accelerating phase (2002-2007) and 

the diminishing phase (2007-08). Irrespective of the fact, no significant difference has 

been observed in the pattern of returns across different phases of development. From this 

perspective, it is reasonable to conclude that market is more responsive towards 

current/latest events (a week older or slightly more). 

Muti-sectoral framework of the study contributes in identifying the difference in M&A 

impact across sectors; results show better stock-returns as well as relatively larger 

return-conducing window for IT sector acquirer firms; where, auto-ancillary and 

pharmaceutical sectors have shown positive trails of AAR from two to three days prior to 

one to five days in the post-announcement window, for the IT sector, drift of positive 

abnormal returns has been noted in the entire window. Additionally, maximum impact of 

M&A announcement on acquirer firms affiliated to IT sector has been identified on the 

announcement date, whereas, the auto-ancillary and pharmaceutical sectors have shown 

negligible returns on the announcement date. Maximum abnormal returns for the auto-

ancillary have been observed prior to announcement date and for the pharmaceutical 

sector prior to as well as two days after the announcement. The excess selling pressure 

developed in the stock market, in response to the unexpected highly lucrative prices 

observed prior to announcement, perhaps could have been the reason for low returns on 

zero date. The resurgence of the modest positive returns for few days, following the 

announcement day, indicates the possibility of the existence of speculative pressure 

(also) in the pre-announcement window that seems to have wiped out subsequent to the 

announcement; perhaps, this has caused the market to revert back to its normal price 

level. It is worth mentioning that M&A wave was primarily attributable to IT sector 

boom observed 2004 onwards. This perhaps could be the reason for better stock 

performance observed of IT sector. These findings are suggestive of industry induced 

M&A as more value-enhancing/ return conducive. 
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Findings corroborate M&A as wealth-augmenting decisions for investors in the Indian 

stock market. Investors, from short-term investment perspective could gain substantial/ 

good returns by planning the sale and purchase of the securities of Indian corporate 

acquirer firms closer to M&A announcement. From long-term investors' perspective, 

positive response of stock market around M&A announcement signals bright future 

prospects for the shareholders of the acquirer firms. The affirmative investors' response 

to M&A announcement is prima-facie, suggestive of M&A potential; however, the 

possibility of speculation cannot, perhaps, be completely ruled-out. Additionally, these 

decisions involve long gestation period; further, M&A along with financial 

restructuring, also involve integration of qualitative/non-financial aspects. For better 

assessment, it would be useful to incorporate all possible aspects likely to be influenced 

by M&A decisions (financial, non-financial, qualitative, quantitative, etc.).
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Table 8: Cumulative average abnormal returns (CAAR) to acquirers 

firms' shareholders in different window-breakups, from M&A 

announcements in Indian Auto-ancillary, Pharmaceutical, and IT Sector 

during the years 2002-08 

*significant at 95 per cent confidence level and ** significant at 99 per cent confidence level
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Figure 1: Nifty returns during the years 2002 to 2012 

Source: www.jagoinvestors.com

Figure 2: Estimation time line for computation of abnormal returns
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Figure 3: Average abnormal returns (AAR) during 31 days-event window for 

shareholders of acquirer firms from M&A announcement in Indian auto-

ancillary sector, 2002-08

Figure 4: Cumulative average abnormal returns (CAAR) during 31 days-event 

window for shareholders of acquirer firms from M&A announcement in Indian 

auto-ancillary sector, 2002-08
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Figure 5: Average abnormal returns (AAR) during 31 days-event window for 

shareholders of acquirer firms from M&A announcement in Indian 

pharmaceutical sector, 2002-08

Figure 6: Cumulative average abnormal returns (CAAR) during 31 days-event 

window for shareholders of acquirer firms from M&A announcement in Indian 

pharmaceutical sector, 2002-08
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Figure 7: Average abnormal returns (AAR) during 31 days-event window for 

shareholders of acquirer firms from M&A announcement in Indian IT sector, 

2002-08

Figure 8: Cumulative average abnormal returns (CAAR) during 31 days-event 

window for shareholders of acquirer firms from M&A announcement in Indian 

IT sector, 2002-08
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Figure 9: Average abnormal returns (AAR) accruing to shareholders of acquirer 

firms during an event window of 31 days for M&A announced in Indian auto-

ancillary, IT, and pharmaceutical sector during 2002-08

Figure 10: Cumulative average abnormal returns (CAAR) accruing to 

shareholders of acquirer firms during an event window of 31 days for M&A 

announced in Indian auto-ancillary, IT, and pharmaceutical sector 

during 2002-08
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FINANCIAL INCLUSION IN INDIA: RETROSPECT 
AND PROSPECTS

1
Rituranjan

Financial inclusion has always remained a cherished objective of the planners and 

policymakers in India but with the launching of Pradhan Mantri Jan Dhan Yojana in 

August 2014, it has once again come to the centre-stage. The main area of concern in this 

context is that despite the realisation of the significance of 'financial inclusion' for 

economic development and social welfare and initiation of active steps in this direction 

in the form of bank nationalisation, establishment of Regional Rural Banks, launching of 

Lead Bank Scheme, promotion of Co-operative Banking and Self-Help Groups in the 

provision of finance etc., the actual progress achieved on the front of 'financial inclusion' 

remained far from satisfactory in India. In view of this, the monetary authority in recent 

years has done a thorough reappraisal of its past policies concerning financial inclusion 

and has identified some major defects and serious lacunae in this respect. By bridging 

these lacunae and correcting for past policy defects, the Government and Reserve Bank 

of India have of late come out with a renewed strategy that considers financial inclusion 

as a commercially viable option and relies more on information technology and 

envisages a better co-ordination among all stakeholders ranging from monetary 

authority and other regulators to Non-Government Organisations, Civil Society 

Institutions and the public at large. This new well-thought out, measured, balanced and 

focussed policy approach can be reasonably expected to bring about 'financial inclusion 

in India' in the real sense of the term in the foreseeable future.   

INTRODUCTION

With the launching of Pradhan Mantri Jan Dhan Yojana on 28 August 2014, the issue of    

'financial inclusion' has yet again come to the fore in the Indian economy. The idea of 

financial inclusion, however, is not so new at least in the Indian context wherein the 

planners and policymakers had realised well in time that with a view to establishing a 

welfare state, banking and other financial services must be made accessible to the 

ordinary public and common people especially those belonging to the poor and 

downtrodden sections of the society.
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Accordingly, 'financial inclusion' in some form or the other has always remained a 

priority area on the part of monetary authority in India. Whether it was the 

nationalisation of 14 and subsequently 6 major scheduled commercial banks in 1969 and 

1980 respectively, the setting up of Regional Rural Banks (RRBs), the launching of Lead 

Bank Scheme & Service Area Approach, the promotion of Co-operative Banking, 

Micro-Finance and Self-Help Groups in the provision of finance, or simply the “cross-

subsidisation” of poor by the rich under the so-called “priority sector advancing”, all of 

them reflected on the commitment of the State towards ensuring financial inclusion in 

the Indian economy.

In this connection, Khan (2013) observes that Financial inclusion as a concept, process 

and business proposition is not new for the banking sector of India and, in fact, it dates 

back to the phase of nationalisation of banks and even beyond that when the Imperial 

Bank was nationalised to become the State Bank of India in 1955 and its subsidiaries 

were formed following the recommendations of the All India Rural Credit Survey 

Committee (AIRCS) in 1954.

Yet, it has been empirically observed that in actual practice, very little progress could 

actually be achieved on the front of 'financial inclusion' till recently in India as a large 

part of rural and economically weaker segments of the population practically remained 

'excluded' i.e. deprived of the services offered by formal banking channels and regulated 

& organised financial markets in India.

Against this backdrop the present article tries to trace the developments on the front of 

'financial inclusion' in India with a view to identifying as to what went wrong in the past 

and how learning from its past mistakes, the monetary authority has, of late, geared up to 

achieve 'financial inclusion' in every possible sense of the term in India.

Towards this end, the next section takes a closer look at the very concept as also 

significance of 'financial inclusion' with special reference to the Indian economy. This is 

followed by a detailed discussion of the potential benefits that are likely to accrue from 

the attainment of financial inclusion especially in the case of a developing economy like 

India. In the light of the significance and likely benefits of financial inclusion, what 

active steps have been undertaken by the State and Reserve Bank of India in the direction 

of its attainment forms the point of discussion of the subsequent section. The current 

state of financial inclusion in the Indian economy is briefly analysed in the next section. 

How the monetary authority, deriving lessons from the past failures, is trying its best to 
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correct for the sorry state of affairs in this respect so as to achieve 'financial inclusion' in 

the real sense of the term in India is discussed in detail in the next section. And finally, the 

concluding section records the main findings and conclusions following from our 

analysis.

Concept and Significance of Financial Inclusion

One of the primary guiding principle of economic planning and policy-making in India 

is “Inclusive Growth”. What this essentially implies is that the benefits of economic 

growth shall percolate down to the economically weaker and deprived sections of the 

society who shall also be made to participate in and contribute to the process of planning 

and policy making. This is very much in line with our long-cherished objective of 

'people-oriented planning' and uplift of the downtrodden sections of the society with a 

view to ultimately establishing a welfare state.

Owing to the inter-linkages between economic development and financial development, 

however, it directly follows that the process of 'inclusive growth' cannot reach its logical 

conclusion till its domain is widened and extended from the real sector to cover even the 

financial sector in its ambit. This is what led to the increasing realisation of the 

significance and importance of 'financial inclusion' on the part of planners and policy 

makers in India. For, financial inclusion is nothing but the counterpart of inclusive 

growth in the context of the overall financial system and delivery of financial services in 

the economy.

Thus construed, financial inclusion may be defined as the process of making the poor 

and economically weaker sections of the society an active participant in the functioning 

of the financial system so that the benefits of financial services could reach out to the 

masses rather than a selected few, i.e. rich people in the society. Towards this end, it is 

imperative for the State and monetary authority to play a pro-active role in ensuring the 

provision of timely and affordable financial services to the deprived, downtrodden and 

economically worse-off sections of the society. This reasoning is quite analogous to the 

State being called upon to directly play a pro-active role in ensuring a fairer distribution 

of the fruits of growth so as to achieve 'inclusive growth' in the strict sense of the term in 

view of various institutional rigidities and infrastructural bottlenecks due to which we 

can no longer rely on the so-called “GNP Trickle-Down Hypothesis.”

It is against this backdrop that according to the Deputy Governor, Reserve Bank of India, 
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Chakrabarty (2013b), 'financial inclusion' is defined as the “process of ensuring access 

to appropriate financial products and services needed by all sections of the society in 

general and vulnerable groups such as weaker sections and low income groups in 

particular, at an affordable cost in a fair and transparent manner by regulated, 

mainstream institutional players”.

Benefits of Financial Inclusion

It is widely acknowledged in economic literature that an efficiently functioning financial 

system is very crucial for ensuring economic growth and development. For, the financial 

sector essentially acts as a link between savers and investors in the economy thereby 

promoting savings, investment and growth. Thus when more and more economically 

weaker and poorer sections of the society are brought under the purview of the financial 

sector through the process of 'financial inclusion', it is but natural that the process of 

economic growth would get a major boost. The fact of the matter is that apart from a 

purely welfare-oriented measure, financial inclusion shall also be viewed as a 'prime 

mover' behind growth and economic development. The rationale underlying this 

contention is the plethora of positive external economies that are likely to generate 

through the process of financial inclusion.

First and foremost, when masses are enabled to avail banking facilities and other 

services offered by the financial system, it tends to promote savings of public. For, with 

the availability of a wide variety of financial assets offering different combinations of 

liquidity, convenience, safety and yield suiting preference pattern of different asset 

holders, the saving behaviour of common public can be reasonably expected to get 

encouraged. Moreover, when public keeps its saving in the form of financial assets, the 

huge financial resources so mobilised can be directly channelized into socially 

productive activities in the form of institutional credit provided to productive deficit 

spenders and investors by financial institutions in the organised sector.

The provision of timely and concessional credit to deserving but economically poor 

potential entrepreneurs as a part of the 'financial inclusion' process could itself be 

instrumental in raising the level of investment and hence economic growth. For, several 

budding talents especially from rural areas as also hitherto backward regions having the 

skill, capacity and temperament for active investment would thereby be in a position to 

overcome their financial constraint and give a concrete shape to their productive projects 

and investment plans. In this context, the organised financial institutions committed to 
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the objective of 'financial inclusion' could be particularly helpful by 'cross-subsiding' the 

poor by charging a higher interest rate on loans from the richer and well-off segments of 

the society and in turn providing loans at concessional interest rates to the under-

privileged and deprived sections of the society.

In this connection, Mundra (2014) observes that “Financial Inclusion helps build 

domestic savings, bolster household, domestic and financial sector resilience and 

stimulate business and entrepreneurial activity, while exclusion leads to increasing 

inequality, impediments to growth and development”. 

Side-by-side, the credit facilities being made available to common people by financial 

intermediaries belonging to the organised sector under an era of 'financial inclusion' can 

quite conceivably be expected to go a long way in liberating poor masses from the 

clutches of exploitative moneylenders and indigenous bankers. These dubious elements 

belonging to the unregulated and unorganised credit markets are essentially governed by 

their whims and fancies rather than set or well-defined and unbiased ways of working. 

Further, the moneylenders are notorious for indulging in the practice of 'usury' and are 

known to charge exorbitant interest rates from needy and helpless people thereby 

pushing them into a vicious cycle of 'debt trap'. Evidently, by loosening the grip of 

unorganised credit markets, the financial inclusion process will establish a greater 

'transparency and accountability' in the financial system.   

In this context, Bhaskar (2014) expresses the view that by bringing low income groups 

within the perimeter of formal banking sector; financial inclusion protects their financial 

wealth and other resources in exigent circumstances. Financial inclusion also mitigates 

the exploitation of vulnerable sections by the usurious money lenders by facilitating 

easy access to formal credit.

In recent years, the focus of policy-makers has specially shifted towards 'financial 

inclusion' as it is being perceived as an effective means or mechanism for plugging 

leakages of the public delivery system and social welfare programmes officially 

sponsored and financed by the Government. More specifically, it is believed that directly 

depositing the financial assistance of these social welfare programmes in the personal 

bank account of each of the targeted beneficiaries, would put a check on the leakages and 

corruption that was so prevalent in the absence of financial inclusion. Towards this end, a 

massive drive for opening bank accounts of poor and downtrodden masses is very much 

a part and parcel of the overall process of financial inclusion in the Indian economy.   
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In addition, through 'financial inclusion', even the ordinary masses will get an 

opportunity to transfer funds from one place to another with utmost efficiency and at the 

least possible cost utilising the services of formal banking institutions that they remained 

deprived of till recently in as much as they were largely excluded from the potential 

gains and benefits of the organised financial sector so far. 

It is thus clear from the foregoing discussion that 'financial inclusion' is instrumental in 

promoting growth and economic development by encouraging saving as well as 

investment along with raising the well-being of the masses in the economy. 

Steps undertaken by the Monetary Authority with a view to attaining 

Financial  Inclusion in India

In recent years, recognising the significance of 'financial inclusion' for the growth and 

development of India economy, the Government coupled with the Central Bank viz. the 

Reserve Bank of India (RBI) has taken several active steps with a view to achieving 

financial inclusion in India. The initiation of 'Pradhan Mantri Jan Dhan Yojana' on 28 

August 2014 is merely a reflection of the commitment of the Government towards the 

attainment of 'financial inclusion' in the Indian economy and signifies an intensification 

of the efforts on the part of State in this direction. On the inaugural day itself, 1.5 Crore 

bank accounts were opened under this ambitious scheme and it is likely to cover 7.5 

Crore people by 26 January 2015. 

The rationale underlying such well-planned and comprehensively conceptualised 

schemes of the monetary authority is that opening up an account with a commercial bank 

is the first step in the direction of 'financial inclusion'. For, owing to their vast network 

across the length and breadth of the country that covers even rural areas and backward 

regions, the commercial banks can quite conceivably be banked upon to effectively 

reach out to the poor, underprivileged, vulnerable and downtrodden sections of the 

society in the provision of financial services. Towards this end, the procedures for 

opening a bank account are gradually being simplified especially for poorer sections of 

the society wherein even the Know-Your-Customer i.e. KYC norms are themselves 

being relaxed. For instance, instead of insisting on the requirement of 'introduction' in 

the case of small accounts, just Aadhaar Card would suffice as a proof of identity and 

address of common people.    

In view of the economically weaker condition of the common masses, however, there is 
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always a provision of opening 'no-frills', 'BSBD i.e. Basic Savings Bank Deposit' or 

'zero-balance' accounts in all such officially sponsored schemes aimed at financial 

inclusion in India. In fact, once a bank account of a poor person is opened in this manner, 

it can be directly transferred financial assistance by the State under its numerous welfare 

programmes through the Direct Benefit Transfer (DBT) Scheme in the most expeditious 

and judicious manner. Apart from cutting down on the red-tape and administrative 

delays, such a policy proposition can be reasonably expected to go a long way in 

altogether rooting out or at least mitigating the corruption and leakages that prevailed 

before the advent of such schemes. This way, the State would be in a better position to 

ensure that the financial assistance provided by it under its various social welfare 

schemes and developmental programmes reaches out to their targeted beneficiaries 

which in turn is likely to prove an added advantage of 'Aadhaar Card-linked bank 

accounts' and 'financial inclusion' in the Indian economy.      

Side-by-side, a number of campaigns & schemes have been launched and various other 

policy initiatives have been undertaken from time-to-time with the ultimate aim of 

bringing about financial inclusion in India. For example, the 'Swavalamban pension 

scheme' and 'Swabhimaan Campaign' launched since 2010 and 2011 respectively are 

nothing but active steps in the direction of 'financial inclusion' in the Indian economy. 

Likewise the massive expansion of branches of commercial banks in hitherto unbanked 

areas, setting up of intermediate brick and mortar as also Ultra Small Branches (USBs), 

deployment of Business Facilitators (BFs) and Business Correspondents (BCs) to 

provide banking services, unprecedented expansion of Automated Teller Machines 

(ATMs) and permission granted to even non-bank entities to establish, own and operate 

an ATM in the form of 'White Label ATMs' and the like as observed in recent years also 

represent vigorous attempts on the part of planners and policy makers to strive for 

financial inclusion in India.   

Of late, owing to the pioneering contribution of the National Payments Corporation of 

India (NPCI), even the modern-day information technology has been extensively 

employed so as to extend banking facilities to the masses in an expeditious yet cost-

effective manner via Unstructured Supplementary Service Data (USSD) based mobile 

banking. As opposed to the prevalent Interbank Mobile Payment Systems (IMPS) based 

Mobile Banking, the main advantage of USSD based Mobile Banking is that it does not 

require the downloading of any special 'application' for availing of basic banking 

facilities like balance enquiries, bill payments, money transfer etc. on a simple GSM 
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based Mobile phone. The introduction of USSD based mobile banking would no doubt 

go a long way in facilitating the masses to avail banking services through their mobile 

phones and thus can be reasonably considered to be a significant step or rather a 'big leap 

forward' in the direction of attaining 'financial inclusion' in the Indian economy.  

Current State of Financial Inclusion in India

According to a survey conducted by World Bank Findex in 2012, only 35% of Indian 

adults had access to a formal bank account and 8% borrowed formally in the last 12 

months. Only 2% of adults used an account to receive money from a family member 

living in another area and 4% used an account to receive payment from the Government.

In this context, Chakrabarty (2013a) points out that the data released from the recent 

census of India indicates that only 58.7% of households in India avail of banking 

services with the figure being 54.4% for rural areas and 67.8% for urban areas. That this 

is happening despite the introduction of various inclusive banking initiatives in the 

country over the years ranging from cooperative movement to the nationalization of 

banks and the setting-up of Regional Rural Banks, clearly suggests in the opinion of 

Chakrabarty (2013b) that the number of people with access to the products and services 

offered by the banking system continues to be very limited. 

In view of this, Chakrabarty (2013b) notes with concern that it is regrettable that the 

entire debate surrounding financial inclusion has generated significant heat and sound, 

but little light.

Financial Inclusion in India: Looking Ahead by Learning Lessons from the 

Past Experience

There is no denying the fact that despite the realisation and acknowledgement of the 

significance of 'financial inclusion' by planners and policy makers rather early, the actual 

progress achieved on this front in India has remained far from satisfactory in the past. On 

closer examination, we find that the reasons behind this tardy progress of financial 

inclusion in the Indian economy could in turn be located in the faulty formulation and 

ineffective implementation of the policy pursued by the monetary authority in this 

respect. In this context, Mundra (2014) observes that “there has never been a concerted 

effort on the part of the banking system to identify specific business opportunities … and 

to develop viable business models to realize them.”
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The fact of the matter is that with a view to achieving financial inclusion, the model of 

'social banking' that was followed in the past ever since the inception of planned 

economic development way back in the early 1950s, inherently treated it as a 

commercially non-viable proposition essentially based on subsidisation by the State. 

Thus upon the onset of economic and financial reforms with thrust on commercial 

profitability and economic efficiency in the early 1990s, the agenda for social & 

inclusive banking was practically given a go by and was relegated to the backseat as it 

was thought to be incompatible with an increasingly market-driven competitive system 

being put in place. This was the primary reason behind the debacle of the State policy for 

financial inclusion in India in the past. 

Another lacuna that could in part explain the failure of past policies aimed at financial 

inclusion in India was observed at the stage of implementation wherein appropriate 

technical support to the programme was largely lacking either because of a lack of 

awareness in this behalf or because of suitable information technology not being 

available on account of extreme scarcity of financial resources at the disposal of relevant 

authorities to finance the same. It must further be realised that in some cases, the 

requisite technology for the success of 'financial inclusion' had not even been developed 

across the globe at that time!

In fact, typically the success of any such welfare-oriented programme of the 

Government and macro-level policy of the State crucially hinges on how focussed the 

approach of the policy-maker is and it is regrettable to note that a clear-cut 'focus' was 

primarily missing in the approach of the monetary authority in the past at least as far as 

the broader objective of 'financial inclusion' in India is concerned. 

Learning from past mistakes, however, the monetary authority in recent years has 

chalked out a new and effective strategy to embark on an era of financial inclusion in 

India. Towards this end, first and foremost priority was to define the policy objective of 

'financial inclusion' in a concrete and unequivocal manner in India. The Reserve Bank of 

India has not only accomplished this now but rather has gone much beyond by issuing 

clear-cut guidelines to all individual commercial banks to prepare their branch-wise 

financial inclusion plans. Further, due emphasis has been laid on the utilisation of 

'enabling technology' to meet the same end. 

A distinguishing feature of the renewed approach of the monetary authority in this 

respect is that instead of being treated as a compulsion, 'financial inclusion' is now being 
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treated as a profit-making and commercially viable option based on 'economies of scale' 

and 'economies of scope' argument. Accordingly, the commercial banks entrusted with 

the task of bringing about financial inclusion in the Indian economy have been advised 

to develop a wide variety of financial assets specially in line with the preference pattern 

of rural masses and offer a wide variety of financial services to the hitherto untapped and 

unbanked poor masses so that average costs of banking fall down to such an extent as to 

justify 'financial inclusion' as a strategy making business sense too.

Further, the present approach of the monetary authority as regards financial inclusion 

actively involves all the stakeholders in this process ranging from Government, Reserve 

Bank of India (RBI) and other regulatory bodies to commercial banks, other financial 

institutions, Non-Government Organisations (NGOs), Civil Society Institutions, 

Information Technology (IT) professionals, Media personnel as also the public at large 

who are supposed to jointly achieve the collective endeavour of 'financial inclusion' for 

the common good of the society.

Another major advancement in the strategy evolved by Government and RBI at present 

is that it relies on a 'holistic' perspective wherein financial inclusion on the supply side is 

to be largely achieved through the initiative and active efforts of commercial banks 

which on the demand side are supplemented by the promotion of 'financial education' 

among the masses so as to generate awareness and motivation among the proposed 

beneficiaries belonging to the poor and economically worse-off sections of the society. 

In this connection, Joshi (2013) is of the view that financial inclusion and financial 

literacy need to go hand in hand to enable the common man to understand the need and 

benefits of the products and services offered by formal financial institutions.

As the present policies of Government and RBI have sincerely tried to bridge all visible 

gaps and lacunae of past policies on financial inclusion by following a well thought-out, 

measured, balanced and focussed approach in this regard that develops it as a 

commercially-viable option and relies more on relevant technology and co-ordination 

among all stakeholders with an ever higher level of transparency and accountability, we 

can reasonably look forward to having 'financial inclusion' in the strict sense of the term 

in the Indian economy in the near future.  

Conclusion

Financial inclusion in one form or the other has always remained a cherished objective 
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of planners and policymakers in India. For, the monetary authority had realised the 

importance of spreading financial services among public at large particularly the poor, 

underprivileged, economically weaker, vulnerable and downtrodden sections of the 

society well in time. The nationalisation of major scheduled commercial banks in 1969 

and subsequently in 1980, the establishment of Regional Rural Banks (RRBs), the 

initiation of Lead Bank Scheme, Service Area Approach, the provision of priority sector 

advancing involving “cross-subsidisation” of the poor by charging concession interest 

rates from them and higher interest rates from the rich borrowers and the promotion of 

Co-operative Banking, Micro-Finance and Self-Help Groups in the provision of finance 

are some of the active steps taken up by the monetary authority in the direction of 

attaining 'financial inclusion' in the Indian economy.

Despite some apparent achievements and breakthroughs, however, all such officially 

sponsored schemes and programmes of the State could not succeed to the extent 

contemplated at least in the attainment of financial inclusion in India. Owing to the 

significance of broad-based financial system in promoting saving, investment and 

thereby economic growth as also the power of 'financial inclusion' in liberating poorer 

sections from the clutches of exploitative moneylenders and informal credit markets, the 

monetary authority in India had to take a fresh look at the entire issue in recent years as it 

was also increasingly being realised that even the long-cherished aim of “inclusive 

growth” cannot be achieved without bringing about inclusion in the financial sector.

Accordingly, of late, the monetary authority identified the major reasons behind the 

failure of past strategies in terms of the lack of focus, loopholes, inadequacy of enabling 

technology and other such lacunae and tried to bridge them. The renewed approach of 

Government and RBI as regards financial inclusion is more pragmatic and relies on a 

bank-led support on the supply side coupled with the promotion of 'financial education' 

on the demand side. Instead of considering it as a compulsion or charity, the new 

approach treats 'financial inclusion' as an opportunity to make commercial profitability 

by fully reaping all possible 'economies of scale' as well as 'economies of scope' arising 

in the entire process of expanding and diversifying banking business to hitherto 

untapped, uncovered and unbanked areas and backward regions having an extremely 

large number of potential customers. Towards this end, the present strategy of the 

monetary authority is comprehensive enough to employ the requisite information 

technology and actively involve all the stakeholders in pursuing the collective 

endeavour of financial inclusion.  
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In the light of the foregoing discussion, it can be reasonably concluded that the present 

approach of the monetary authority as regards financial inclusion in India, which is 

based on correcting for the past policy errors and represents a sincere effort at bridging 

the lacunae of past policies, can be reasonably expected to bring about financial 

inclusion in India in the real sense of the term in the foreseeable future.
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ROLE OF CORPORATE INCOME TAX IN INDIA'S TAX 

SYSTEM
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Dr. Ved Parkash

The Corporate income tax has substantial support both on theoretical and practical 

grounds, Moreover, it is politically feasible and administratively convenient to levy taxes 

on few thousand corporations than millions of individuals. So, companies are subject to 

a special tax treatment under Income Tax Act, 1961.

Having realized the importance of corporate taxation, many researchers have studied 

diverse aspects of corporate income tax throughout the world. India is no exception to 

this and many studies covering divergent aspects of corporate taxation in India have 

been done from time to time. Moreover, there is a need to do a comprehensive study of all 

the important aspects of corporate income taxation instead of studying one or two 

aspects at a time as has been done by previous researchers.

The Scheme and working of corporate tax system in India: its elasticity and buoyancy; 

the question of shifting or no shifting of corporate income tax and the impact of 

corporate taxation on saving, investment, capital structure, sources of finance and 

industrial growth.

INTRODUCTION

The fiscal policy of a country derives its meaning and direction from the aspirations and 

goals of the society within which it operates, and the people whom it serves. In other 

words, because of fundamental differences in the conditions of a developed and a 

developing country, the objectives of tax and budgetary policy are likely to be different. 

While the main problem before an advanced country is that of sustaining growth, a 

developing economy suffers from a number of imperfections like inadequate 

infrastructure, scarcity of capital, heavy dependence on primary sector, high rate of 

unemployment, extreme inequalities of income and wealth etc. So the fiscal policy in a 

developing and underdeveloped economy seeks to correct the above imbalances in a 
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planned manner through the formulation of a comprehensive fiscal policy and judicious 

mix of the various fiscal tools.

Taxation as an instrument of fiscal policy is not only important in making available 

resources to the government, but it also has a significant effect on the level and direction 

of economic activity in both developed and developing economics. With the acceptance 

of a positive role of fiscal policy specially in the context of economic growth, taxation as 

a major source of revenue for the large development plans and for regulating the 

behavior of private enterprises in a mixed economy, has acquired a new dimension than 

merely being a theory of distribution of the tax burden on the economy equitably.

Direct taxes are preferred to indirect taxes on the ground that they are more equitable, 

administratively effective and progressive.

Of all direct taxes, Income tax is considered the most significant because of its 

progressive rate schedule and high resource mobilization. Among various assessees 

subject to income taxation, the corporate sector is of crucial significance.

Corporate taxes are quite convenient to collect and offer the least chances of evasion.

On account of technical innovations and economics of large scale production, the role of 

corporate form of organization and its contribution to the revenues of the government are 

quite significant. Therefore, in this article, an attempt has been made to describe in detail 

the role of corporate tax in India's Tax system. But before that, a few observations are to 

be made.

OBJECTIVES  OF  CORPORATION  TAX

Corporation tax, as an important instrument of the fiscal system, has a threefold role to 

play: to transfer resources from the private to the public sector, to bring about equality in 

income and wealth distribution, and to promote economic growth, stability and 

efficiency. It is often said that the reason for such heavy dependence on corporate 

taxation is not only its high contribution to corporate taxation but also its impersonal 

character, which has the least effect on the voters. Moreover, it is considered an elastic 

and progressive source of revenue.
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THEORY  OF  CORPORATE  TAXATION

There are two different philosophies with respect to the tax treatment of companies. 

Accounting to the first, a corporation does not have any taxable capacity separate from 

its shareholders. All taxation being invariably personal taxation, a corporation is not a 

person in the strict sense of the word and, therefore, it is argued that due tax credit must 

be given to the holders of the stock for the tax paid by the corporation. In India, till the 

assessment year 1959-60, compound system based on this philosophy was in existence 

and partial credit was allowed to the stockholders in respect of the taxes paid by their 

corporations. Under the income tax law provisions then existing, the income tax on 

companies was refunded to the stockholders. 

The other social philosophy rests on the argument that the corporate form gives a 

separate entity to the company with the distinct capacity of its own to bear taxes. A 

company enjoys definite legal privileges and it must, therefore, pay for such benefits. 

The essence of this second point of view on company taxation lies in considering a 

company as someone or something with its own identity and, therefore, as a natural tax 

paying unit, side by side, with personal tax payers. On such a consideration the tax levied 

on the company cannot be regarded as taxation on shareholders. This philosophy is a 

recognized principle in the tax system of the most countries of the world today.

SCHEME  OF  TAXATION  OF  CORPORATE  INCOME  TAX IN 

INDIA

Corporate taxation has been an essential part of scheme of taxation of income in any 

country. In India, company as the special and separate (from shareholders) assessable 

entity in the present as well as the previous Income Tax Act, was always required to pay 

tax separately on their incomes or profits. This separate treatment of corporation income 

tax is justified not only on economic grounds but also on account of easy administration 

and enforcement of the tax laws because of it being the most advanced and organized 

form of business organization. 

A simple system of company taxation was followed in 1886 and the 1918 Act. However, 

the growing complexities of business, increasing requirements of state's revenue and 

amendments made in the Income Tax Act made the system complicated. The structure of 

company taxation was made more complicated specially after Independence in view of 

income tax being used as a fiscal instrument and a number of incentive provisions and 
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control elements were incorporated in the Act of 1961 and thereafter, by amendments to 

this act through Finance Acts enacted every year.

In India, the expression 'Corporation Tax' means the income tax payable by a company 

under the provisions of Indian Income tax and Finance Act. However, corporation tax 

has been defined by article 366 (6) of the Indian Constitution as follows:

'Corporation Tax' means any tax on income so far as that tax is payable by companies 

and is a tax in the case of which the following conditions are fulfilled: 

(a) that it is not chargeable in respect of agricultural income;

(b) that no deduction in respect of tax paid by companies (by any other enactments 

which may apply to the tax) is authorized to be made from dividends, payable by the 

companies to individuals;

(c) that no provisions exists for taking the tax so paid into account in computing for the 

purpose of Indian Income Tax, the total income of individuals receiving such 

dividends, or in computing, the Indian Income Tax payable by or refundable to, such 

individual.

Corporation Tax is paid by companies as per provisions of the Income Tax Act, 1961 on 

the total income (excluding the agricultural income) of the previous year which is received 

or is deemed to be received, accrues or arises or is deemed to accrue or arise in India.

'Corporation Tax' is the tax on 'total corporation income', inclusive of a wide range of 

exempt receipts and deductible expenditure, which is subject to promotional tax rates, 

and surcharge. In India, as in most countries of the world, the corporation tax varies 

according to:

(1) The tax base i.e. 'total income' of 'distributed profits' or 'undistributed profits';

(2) The form of business i.e. priority or non-priority sector;

(3) The residence i.e. domestic or foreign.

Thus, companies are taxed generally at flat rates varying with the nature of income, 

residential status and class of company.

ROLE  OF  CORPORATE  TAX  IN  INDIA'S  TAX  SYSTEM

The corporate tax has occupied a very important place in India's tax system from the very 
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beginning. However, its importance has increased all the more in recent years because of 

mounting resource requirements to finance development and defence projects of the 

government as also because of its administrative efficiency, equitable character and 

convenience in collection. Therefore, a detailed quantitative analysis of coverage, 

contribution to revenue as well as significance in tax system of corporate tax has been 

done. The tools of ratios, percentages, index numbers etc. have been extensively used 

throughout.

SIGNIFICANCE OF INCOME TAX INCLUDING CORPORATE TAX 

IN THE TAX STRUCTURE OF CENTRAL GOVERNMENT

The table 1 shows the importance of income tax in the tax structure of central 

government, by taking into account corporation tax, which is an exclusively federal 

source of tax revenue, along with the portion of income tax other than corporation tax 

retained by the central government.

Table – 1: Significance of Income Tax (including Corporate Tax) in the Tax 

Structure of Central Government

(Amount Rs. In crore)
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Source:

(1) CMIE (Public Finance), 2000, Economic Intelligence Service, Mumbai (Column 2 to 4).

(2) Column 5 to 6: Self Calculations.

The combined revenue from corporations tax and other taxes on incomes retained by the 

centre as a proportion of net tax revenue of central government declined steadily till 

1990-91. Thereafter, it increased during the period 1991-92 to 1994-95. After that, there 

was again a marginal decline in this ratio from 1994-95 to 1997-98 which was followed 

by an increase in the ratio from 1998-99 to 2000-01. On the whole, the proportion of total 

income tax revenue to total tax revenue of central government has increased from 19 per 

cent in 1980-81 to 33 per cent in 2000-01. This clearly reveals that the significance of 

income tax revenue in total tax revenue of the central government has increased in the 

post-liberalisation period.

COVERAGE  OF  CORPORATION  TAX

Now coming to the corporate tax revenue, its coverage i.e. the proportion of corporate 

tax revenue in the Gross Domestic Product of the country, is studied in Table 2 Column 5 

depicts the proportion of corporate tax revenue in Gross Domestic Product (GDP at 

Factor Cost). It shows that corporate tax revenue constituted 1.05 per cent of total GDP 

in 1980-81, which increased to 1.52 per cent of GDP in 1998-99. Taking into account the 

fact that a large proportion of GDP is Agricultural Income which is outside the purview 

of income taxation, the proportion of corporate tax revenue to non-agricultural GDP has 

been determined. It shows slightly better position. The ratio has increased from 1.56 per 

cent in 1980-81 to 2.07 per cent in 1998-99. This reveals that importance of corporate tax 

revenue in total revenue receipts as well as its coverage is improving day-by-day and 

corporate tax has emerged as an important source of revenue. 

Table – 2: Coverage of Corporation Tax

(Amount Rs. In crore)
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Source:

(1) National Accounts Statistics, 2000, Central Statistical Organization (Column 2).

(2) CMIE (Public Finance), March, 2000, Economic Intelligence Service, Mumbai (Column 4).

(3) Column 3 calculated by deducting GDP of Agricultural sector from overall GDP.

(4) Column 4 and 5: Self calculations.

GROWTH  OF  CORPORATE  INCOME  TAX

The facts revealed by table 2 are further substantiated by table 3. The index numbers 

reveal the number of times revenue has increased with reference to the base year. As 

depicted by the table, the corporate tax revenue has increased by more than 25 times 

from 1980-81 to 2000-01. The percentage increase is 24.25.

Table – 3: Growth of Corporate Tax

Sources:

CMIE (Public Finance), March 2000, Economic Intelligence Service, 

Mumbai Note:

ROLE OF CORPORATE INCOME TAX IN INDIA'S TAX SYSTEM 79Vol. 35  No. 1       



BUSINESS ANALYST

(1) Base year 1980-81 = 100

(2) Index number = 

Here RE. = Revised Estimates, B.E. = Budget Estimates

CONTRIBUTION  OF  CORPORATE  TAX  REVENUE

In order to know the relative importance of corporate tax revenue in the whole revenue 

structure/system, the proportion or percentage of corporate tax revenue in Total 

Revenue, total Tax Revenue, Direct Tax Revenue, Net Central Tax Revenue and Central 

Total Income Tax Revenue, have been computed for the years 1980-81 to 2000-2001. An 

analysis of the Table 4 shows that contribution of Corporate Tax Revenue to Total 

Revenue, Tax Revenue, Direct Tax Revenue and Net Central Tax Revenue has increased 

from 6;7;42 and 15 per cent respectively in 1980-81 to 9;10;48 and 24 per cent 

respectively in 1999-2000.

Table – 4: Contribution of Corporate Tax Revenue

Note: The figures have been calculated on the basis of information available from Indian Public 

Finance Statistics (Different Years) and CMIE (Public Finance) March, 2000.

Current year's Corporate Tax Revenue

Base year's Corporate Tax Revenue 
X 100
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However, its contribution to total income tax revenue has shows no definite trend though 

it constituted nearly 75 per cent of total income tax revenue in 1980-81 and 2000-2001. 

On the whole, we can say that in the post-liberalisation era, the relative importance of 

corporate sector as a revenue mobiliser or contributors is increasing.

CORPORATE TAXATION: AN IMPORTANT SOURCE OF CENTRAL 

REVENUE

A number of changes were introduced in the Income Tax Legislation from time to time in 

order to meet demands of changed socio-economic and political situations and the 

aspirations of the people. Besides other objectives, one of the objectives of these 

amendments has been increasing requirement of revenue, which could be easily 

achieved through the ever-developing corporate sector of the Indian economy. Table-3 

has explained well that significance of corporate tax is increasing day-by-day. The 

present section proposes to analyse corporate tax collections from 1950-51 onward by 

means of table 5.

Table – 5: Collections of Total and Corporate Income Tax

                                                                              (Amount Rs. In crore)

Sources:

(1) Explanatory Memorandum to the Budget of Central Government and 

Receipts Budgets, (Various Years) (Column 2).
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(2) Reports of Comptroller & Auditor General of India, Union Government 

(Direct Taxes), No. 5 & 12 (Various years) (Column 3).

(3) Column 4: Self calculations.

This table bears out clearly the important place which corporate tax occupies in the 

direct tax armoury of the central government and also the growth of corporation tax 

collections during the period of the last 48 years. Over the entire period, corporate tax 

collections registered a phenomenal growth to the order of over 600 times and 

constituted more than 50 per cent of the total income tax collections as against less than 

24 per cent in 1950-51. The table clearly revels the importance of corporate tax revenue 

in total tax collection.

One further step in the direction of analysis of corporate tax revenue structure is to study 

the variation between budget estimates and actual receipts of corporation tax. The table-

6 reveals that actual corporate tax collections exceeded the budget estimate in the period 

1988-89 to 1995-96 except in 1993-94, which is a good indication. However, in the 

subsequent years, it failed to achieve the targets and the variation between actual and 

estimated figures was around 8 per cent.

Table -6: Variation between Budget Estimates and Actual Receipt of 

Corporation Tax

Source:

Reports of Comptroller & Auditor General of India, Union Government 

(Direct Taxes), No. 5 & 12 (Various Years).

So an exhaustive analysis of corporate tax revenue in terms of its growth, coverage and 
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contribution to the whole revenue structure, establishes beyond doubt that significance or 

role of Corporate Income Tax in the Indian Tax system has been continuously increasing, 

Especially, in the post-liberalisation period, the resource requirements of government 

have increased manifold. So, a more responsible and key role has been assigned to the 

corporate sector for the growth and development of the country. In this background, we 

are able to conclude that corporation tax has an important place in the Indian Tax System.

CONCLUSION  OR  FINDING  OF  THE  STUDY

The suggestions made in the course of this study might give quite a disproportionate or 

unusual strength to the corporate enterprise in the economy. But it should be 

remembered that economic development implies heavy capital outlay and large 

financial resources could be amassed only by the corporate form of organizations. 

Moreover, an expansion in the corporate enterprise is just in line with the accepted socio 

economic policies. This is not only because its ownership can be widely dispersed but 

also it can easily be brought under social control. There are remote changes for the 

corporate enterprise to assume disproportionate form and adopt anti social policies.

However, it should be kept in mind that sweeping changes have already been introduced 

like rate reductions; MAT modifications, absorption of double taxation of dividends; 

base expansion; presumptive tax; capital gains relief; etc. The need is to continue 

consistent and determined efforts in this direction in order to completely rationalize and 

streamline the corporate tax structure so that corporate tax is able to serve the role of 

revenue mobilization and economic growth, efficiently and effectively.
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LIMITATIONS OF CURRENT FINANCIAL REPORTING: A 

CASE FOR INTEGRATED REPORTING

(Use of factor analysis scores in multiple linear regression model for prediction of 

disclosures sought in new form of reporting)

1 2 3
Pooja Dhingra , Ajay Kumar Singh  and Gaurav Magu

Purpose- The landscape of corporate reporting is about to change completely. The 

article aims to determine the disclosures required if the new form of reporting is adopted 

as an upshot of limitations of the current financial reporting and sustainability 

reporting. Though top few companies have in the recent past started preparing 

Corporate Social Responsibility (CSR) reports and sustainability report as per Global 

Reporting Initiative (GRI) guidelines along with Annual Report, there seems to be 

certain gaps which the companies need to fill. Though Integrated Reporting is 

successfully adopted in South Africa and countries of Europe, its viability or need in 

India has been examined with the help of current research paper. 

Design/methodology/approach-The research paper comprises of a literature review, 

extraction of factors using Exploratory Factor Analysis (EFA) and Multiple Regression 

Analysis among the factors identified as dependent and independent.  Factor scores of 

limitations of financial reporting and the disclosures sought in new form of reporting 

emerging due to the limitations were then used in the Multiple Regression to predict the 

degree of dependence of disclosures sought as a result of failure of current financial 

reporting.

Findings- A new form of reporting is evolving due to the limitations of current financial 

reporting, which should have information about ecological footprints of operations, 

Economic, Social, and Environmental impact.

Research limitations/implications- The research paper underpins the idea of 

incorporation of Environmental, Social & Governance (ESG) issues and Sustainability 
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into the core strategy of business. It is hoped that this research will provide insights 

relating to the importance of understanding environmental, and social sustainability in 

achieving long term success. 

Key words: ESG, Sustainability, Social and Environmental Impact, Non-Financial 

Information, Integrated Reporting.

INTRODUCTION

The globally synchronized economic slump is “not an accidental event” and extends 

beyond a purely financial crisis and “failure to address it soon will have more than 

cyclical consequences” (Eccles & Kruzus, 2010).

When the bubble finally bust, many companies were found into bankruptcy and it 

highlighted the growing concern among stakeholders that current financial reporting 

practices enables business leaders to conceal unsustainable business strategies (Roberts, 

Keeble, & Brown, 2002). Much of the information included in current corporate reports 

is not designed to offer forward-looking information about strategy, performance, and 

risk. There is an increasing sense among stakeholders that existing corporate reporting, 

which is characterized by a strong focus on financial performance and a lack of 

information about corporate strategy and non-financial performance, is becoming unfit 

for the purpose (Busco et al., 2013). Since companies cater for a wide range of 

stakeholders with different interests, the presentation of the company's financial 

performance alone is not enough (IIRC, 2011);  (IOD, 2009). Information on financial 

performance is backward looking which does not help stakeholders with information for 

decision making (Bray, 2011);  (KPMG, 2012). India is third largest CO  emitter in the 2

world. Significant changes to government policies and strategies, corporate behavior 

and strategies are, therefore, required to decouple economic growth from greenhouse 

gas emissions. This calls for the financial performance to be supplemented with other 

information to enable the stakeholders to obtain a holistic view of the Company's 

performance in order to assess its ability to create and sustain value. A new “green” 

development paradigm needs to be developed to build more equitable, low-carbon, 

resource productive and zero-waste economies  (Swilling & Annecke, 2012) ;  (Zyl, 

2013).

Taking stakeholders' views into account is central to developing a robust understanding 
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of a company's economic, environmental, and social impacts, and of how these relate to 

business value and resilience. An ever-greater number of companies and other 

organizations are recognizing the need to make their operations more sustainable. At the 

same time, governments, stock exchanges, markets, investors, and society at large are 

calling on companies to be transparent about their sustainability goals, performance, and 

impacts  (GRI, 2013). The premise behind these non-financial reports is that only the 

impacts that are measured and accounted for in a report will receive the necessary 

attention by the organization's management and owners. Reporting is, therefore, seen 

essential to ensure that organizations are socially and environmentally responsible 

(Triple Bottom-Line, 2009).

Although a few companies integrate their financial results with CSR/Sustainability 

reporting, most companies issue separate reports. This tends to lead to reports that may 

not reflect the significant interdependence between an organization's governance and 

strategies of its financial and non-financial results (James, 2013); (IIRC, 2011). 

According to  if sustainability accounting does not make visible the 

tension between capitalism and the planet's ability to bear the load, it is supporting the 

status quo and this situation is a crucial impediment to any real progress (Gray & Milne, 

2004);  (Azcarate, Carrasco, & Fernandez, 2011) . In India The New Companies Act 

2013 mandates that every company having a net worth of 500 crore INR, or more or a 

turnover of 1000 crore INR or more, or a net profit of five crore INR or more, during any 

financial year shall constitute the corporate social responsibility committee of the board, 

these companies would be required to spend at least 2% of the average net-profits of the 

immediately preceding three years on  CSR activities, and if not spent, explanation for 

the reasons thereof would need to be given in the director's report(section 135 of the  

2013 Act). The committee shall formulate the policy on the following activities:

Ÿ Eradicating extreme hunger and poverty

Ÿ Promotion of education

Ÿ Promoting gender equality and empowering women

Ÿ Reducing child mortality and improving maternal health

Ÿ Combating human immunodeficiency virus, acquired immune deficiency syndrome, 

malaria, and other diseases

Ÿ Ensuring environmental sustainability 

Ÿ Employment enhancing vocational skills

Hibbitt (1999)
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Ÿ

Ÿ Contribution to the Prime Minister's National Relief Fund or any other fund set-up by 

the central government or the state governments for socio-economic development 

and relief, and funds for the welfare of the scheduled castes and Tribes, other 

backward classes, minorities and women (www.mca.gov.in). 

This clearly shows the Government's sensitization to CSR issues. Through this the 

Government has made the Corporate its party in addressing social and environment 

issues.

EMERGENCE OF INTEGRATED REPORTING

Integrated reporting is a new concept globally. South Africa has taken the lead by urging 

its companies to embrace the concept in their reporting (Makiwane, 2012). Integrated 

Reporting is now required for listed companies in South Africa on an 'apply or explain' 

basis (KPMG, 2012). Many other companies throughout the world are starting to adopt 

Integrated Thinking in day-to-day business decision-making, and are quite transparent 

in their public disclosures (KPMG, 2012).

Integrated reporting will provide useful information for company executives to assist 

them in planning, budgeting, and implementing strategies that lead to the efficient and 

effective utilization of resources, which will tend to help control or reduce costs (James, 

2013). Integrated reporting i.e., representation of the financial and non-financial 

performance of a company in a single report, doesn't only mean merging financial and 

sustainability reports into one report, its true meaning is to link sustainability strategy 

to business strategy and help the company and its stakeholders identify the non-financial 

priority areas. Integrated Reporting demonstrates the linkages between an organization's 

strategy, governance, and financial performance and the social, environmental, and 

economic context within which it operates.

OBJECTIVES  OF  THE  RESEARCH  PAPER

1. To study the construct of Limitations of Financial reporting.

2. To see the impact of those limitation on the need or evolution of a new form of 

reporting.

3. To study the role of non-financial information on the value determination of an 

Social business projects
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organization.

4. To predict the requirements of new form of reporting as outcomes of limitations of 

financial reporting.

HYPOTHESES OF THE RESEARCH 

H01: Limitations of financial reporting do not predict a new form of reporting 

which should have information about system effectiveness.

Ha1: Limitations of financial reporting do predict a new form of reporting which 

should have information about system effectiveness.

H02: Limitations of financial reporting do not predict a new form of reporting 

which should have information about economic, social and environmental impact.

Ha2: Limitations of financial reporting do predict a new form of reporting which 

should have information about economic, social and environmental impact.

H03: Limitations of financial reporting do not predict a new form of reporting 

which should have information about ecological footprints of operations.

Ha3: Limitations of financial reporting do predict a new form of reporting which 

should have information about ecological footprints of operations.

REVIEW  OF  LITERATURE

Literature review was considered to be instrumental in devising, identifying and 

employing the survey instrument.

A study by Cronje (2007) shows that Corporate Annual Reports may be perceived as 

product of two interconnected information processing systems-Mandatory financial 

information system and discretionary financial information system, the study found that 

the needs of the users to reduce uncertainty and risk in their decision making have an 

impact on constantly evolving accounting practices (Cronje, 2007).

As intangible assets play an even more important role in companies' value-creating 

process than ever before (Singh & Gupta, 2013) it has become more important to 

communicate these “hidden” assets to external stakeholders. Singh and Gupta (2013) 

found a significant impact of the human asset valuation information on investors' 

decision regarding their selection of the company.
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Amir et al., (2012) investigated the relationship between environmental & social 

disclosure and shareholders wealth in Singapore. They found that there is a positive and 

considerable relationship between sustainability reporting and amount of paid dividend 

and share price as well. Findings of this research show that there is a positive and 

significant relationship between environmental & social performance disclosure and 

revenue.

Singh (2013) recommends that the Sustainable Development and Business: Vision 2050 

of WBCSD (World Business Council for Sustainable Development), should incorporate 

higher level goals of development. Holistic development of human beings including the 

spiritual dimensions and enhancement of levels of consciousness must be incorporated. 

Further the integrated reporting also needs to be incorporated to make this challenging 

vision a reality. The study further emphasized that we need to develop a culture of 

learning organization which learns not only by itself but also from the learning of other 

organizations.

Eccles et al., (2012) found that High Sustainability companies considerably 

outperformed Low Sustainability companies over the long-term, both in terms of stock 

market and accounting performance.

A study by Eccles et al., (2011) provided insights into market interest in nonfinancial 

information. The study divided 247 nonfinancial metrics in this database in five groups: 

1. Carbon Disclosure Project (CDP) data,

2. Environmental metrics,

3.  Social metrics,

4.  Governance metrics, and

5.  Disclosure scores. 

The study predicted that as more companies disclose more nonfinancial information, as 

more knowledge is developed by research and teaching programs in business schools, 

and as more sophisticated valuation models are developed by investors, market interest 

in nonfinancial data will exponentially increase in the future. 

According to the literature, it is clear that organizational reporting has evolved over the 

last few decades from a purely financial focus, to embrace factors outside of traditional 

financial reporting.
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1. Limitations of Current Financial Reporting leading to Emergence of 

Integrated Reporting

1.1 Lack of Incorporation of Environmental, Social, and Governance Issues 

(ESG)

The over-consumption of finite natural resources, the risk of catastrophic 'accidents,' 

and the implications of climate change are possibly among the greatest challenges facing 

the world today – financial reports as we currently know them do not include this 

information, and investors cannot easily assess these risks. Over time, other types of 

corporate reporting have grown to fill these gaps, including Corporate Social 

Responsibility (CSR) reporting, carbon or environmental reporting, sustainability 

reporting, and now integrated reporting. These additional reports disclose non‐financial 

information about Environmental, Social, and Governance (ESG) strategies and 

practices and perhaps more importantly, point towards additional material risks for a 

company (e.g., British Petroleum, Nike, Coca Cola and other companies all faced 

environmental risks that had significant downward impacts on their share prices because 

investors were simply unaware of those risks, and those risks had not been discussed in 

external reports). 

1.2. Difficulties in Reporting of Sustainability Issues (DSI)

It is generally accepted that sustainable development calls for a convergence between 

the three pillars of economic development, social equity, and environmental protection 

(Singh, 2013). Sustainability of a company means conducting operations in a manner 

that meets existing needs without compromising the ability of future generations to meet 

their needs. It means having regard for the impact that the business operations have on 

the economic life of the community in which it operates. Sustainability includes 
steconomic, social, and governance issues (IOD, 2009). Sustainability is a concept that 21  

Century companies need to remember and incorporate into their businesses to ensure 

their future success. The sustainability reports have had little impact on mainstream 

financial accounting and corporate reporting methodologies, as they are often 

disconnected from the corporate's financial reports and fail to provide a link between 

sustainability issues and corporate's core strategy (King, 2011). Although the initiatives 

have explicitly adopted the definition of sustainable development in the Brundtland 

Report, the consequences and challenges of that definition have not been internalized 

because the initiatives only cover aspects of weak sustainability thereby favoring 
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managerial capture and consequently dashing the expectations that were generated 

when the report was published (Azcarate et al., 2011).

1.3. Distrust for Corporate Actions (DCA)

Corporations are perceived by stakeholders as a collective entity capable of action 

resulting from intentional and goal-oriented behavior. Corporate distrust reflects the 

belief of stakeholders about the intent of corporate behavior in general. Corporate 

distrust is developed by individuals as information is gathered from various sources such 

as friends, co-workers, organizations, and media sources. This attitude can also be 

influenced by one's experiences with specific organizations available in memory, as well 

as experiences with organizations in general (Adams et al., 2010). In the aftermath of the 

recent financial crisis and corporate scandals, many people increasingly perceive 

business as one of the major causes of social, environmental, and economic problems 

(Busco et al., 2013). There are many corporate disasters which have caused 

environmental damage to a great magnitude such as, Bhopal Gas Tragedy, meltdown of 

a nuclear reactor at the Three Mile Island, oil spills in Niger Delta, use of the Love Canal 

as a dumping site by Hooker Chemical which led to a very high rate of miscarriages, 

tumors, and birth defects among the residents. The massive flood and landslides 

occurred in the State of Uttrakhand in India in June 2012 is also attributed to several 

hydropower projects and mining projects going on in the river valleys in Uttrakhand 

which were diverted through tunnels and the natural course of rivers were changed. 

These power project companies unheeded the environmentalists' voice. 

1.4. Failure of Financial Reporting To Provide a Complete Picture (FFR)

According to IIRC, 83 percent of a company's market value in 1975 could be determined 

by the financial and physical assets on its balance sheet. In 2009, those assets accounted 

for only 19 percent of a company's value. Investors have to look elsewhere to determine 

the value of the other 81 percent. Unable to find objective or comprehensive information 

on that value in financial reports, investors face more risk than they did in the past. 

Integrated reporting is designed to provide more of the relevant information that 

financial reports fail to offer. Singh (1999) provided the new dimensions of measuring 

and reporting those aspects which are not being reported by organizations but are very 

important for decision making particularly related to human capital. Singh & Gupta 

(2008) have tested the contribution based model of measuring the value of human asset 

in manufacturing companies and the importance of reporting the same properly by the 
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companies so that proper decisions can be taken. Singh & Gupta (2013) validated the 

results in service sector companies also. 

2. Disclosures sought in new form of reporting (Integrated 
Reporting)

According to IIRC, “Integrated Reporting results in a broader explanation of 

performance than traditional reporting”  (IIRC, 2011). The alternative of the current 

financial reports and the so-called sustainability reports starts with creation of an 

Integrated Report. This method could ensure the necessary changes in corporate 

behavior if the Integrated Report contains sufficient information to highlight the 

weaknesses in the current corporate strategy and identify areas calling for improvement 

and attention by management and the board (Zyl, 2013). Therefore, the quest of the 

researcher in this journey was to find out the Limitations of Current Financial Reporting 

in India; whether a superior form of reporting as developed and adopted by other 

countries like South Africa, USA, countries of EU, is desired in India too. In order to 

cater task, specific outcomes of having a new form of reporting were pre-decided 

keeping in mind the support of the literature. The following could be the part of 

information required to be contained in Integrated Report. Since there is no prescribed 

guideline on the format and contents of it, therefore, IIRC and GRI are working together 

on it. The possible inclusions are discussed below:

2.1 System Effectiveness & Process Effectiveness (SYSEFF)

System effectiveness is a measure of the extent to which a system can be expected to 

complete its assigned mission within an established time frame under stated 

environmental conditions. In a survey in 2011 by McKinsey the share of executives 

citing operational efficiency and lowering costs as their company's top reasons for 

addressing sustainability had risen 14 percentage points since 2010 to 33 per cent – 

overtaking corporate reputation, which was chosen by 32 per cent of respondents. If the 

preparation of an Integrated Report leads to more sustainable business processes and a 

greater awareness of business operations that are not sustainable, the report should 

contain sufficient information that would enable the companies to learn from the 

process. The report would reveal that companies are beginning to understand their 

positive and negative impacts relating to natural environment and society regarding 

equity, health, and poverty (Zyl, 2013).
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2.2 Economic, Social and Environmental Impact (SOCENV)

There are some wrong perceptions about sustainable development that it means the 

present level and pattern of development should be sustained for future generations as 

well. Instead sustainable human development puts people at the center of development 

and points out forcefully that the inequities of today are so great that to sustain the 

present form of development is to perpetuate similar inequities for future generations 

(Singh A. K., 2002). Economic sustainability can only be achieved if equity-also known 

as social justice-is addressed. It can be described as the attempt to reverse the increasing 

disparities in wealth and consumption through increasing the access to environmental 

and other resources by disadvantaged sections of society (Gray, R., 2006). A rapid and 

continuing rise in the use of fossil fuel-based energy and an accelerating use of natural 

resources are continuing to affect key ecosystem services, threatening supplies of food, 

freshwater, wood fiber, and fish. More frequent and severe weather disasters, droughts 

and famines are also impacting communities around the world (Singh A.K., 2013).

There is broad consensus over the need to include indicators that help to measure and 

compare business performance and enable visualization of the best social and 

environmental practices (Grafé & Jankowska, 2001); (Azcarate, Carrasco, & Fernandez, 

2011) According to Gray (1994) “a sustainable organization is one which leaves the 

biosphere at the end of the accounting period no worse off than it was at the beginning of 

the accounting period”;  (Gray R. , 1994)  (Azcarate, Carrasco, & Fernandez, 2011). 

There is a need for indicators that report on business performance linked to the state of 

the environment (Grafé & Jankowska, 2001). 

2.3 Ecological Footprints of Operations & Innovations (ECOOP)

The Worldwatch Institute, an environmental group, argues in a recent report that, with 

the rate at which natural resources are consumed more than doubling in the past 50 years 

and up to 2bn more aspiring consumers, humanity is “outstripping its resource base at an 

unprecedented global scale”. It is a message that companies need to take seriously. Some 

companies are even putting hard numbers on their environmental footprint. Investors are 

also increasingly interested in the environmental performance of the companies they put 

money into. Humans already depend on the equivalent of 1.5 planets to provide the 

resources they use and to absorb their waste, according to the Global Footprint Network. 

This, it says, means it takes the earth a year and a half to regenerate what human beings 

use in a year. In collaboration with the Global Footprint Network, WBCSD calculated 
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the Vision 2050 ecological footprint against business-as-usual and found that by 2050, 

despite increases in population, humanity will be using the equivalent of just over one 

planet, based on the changes we embrace in Vision 2050, as opposed to the 2.3 planets 

we would be using if we continue on the business-as- usual path we are on today. The 

world will be in a much better position if we maintain the course implied in the pathway 

and its elements (Singh, 2013). 

Some companies believe that it is possible to grow while maintaining or reducing their 

environmental footprint. Unilever, the Anglo-Dutch consumer goods company, says it 

plans to double the company's size while halving its environmental footprint and 

sourcing all of its agricultural raw materials sustainably. This will lead to innovations as 

companies will find ways to make their operations sustainable.

RESEARCH  METHODOLOGY

In the light of aforesaid objectives and hypotheses an instrument was developed to 

collect opinion on accounting professionals on limitations of financial reporting 

(Difficulties in reporting of sustainability issues, Distrust for Corporate Actions, Failure 

of financial reporting, and Need for incorporation of ESG issues) and the disclosures 

sought in the new form of reporting viz., System Effectiveness, Social and 

Environmental impact, Ecological footprints of operations. Annual reports of BSE listed 

companies of India were studied for the period between 2011 and 2013. A questionnaire 

was then developed which comprised of 81 items selected to indicate the level of current 

financial reporting, awareness on Integrated Reporting, disclosures sought in the new 

form of reporting i.e., an Integrated Report and the benefits that may result from the 

transition to new form of reporting. Items were divided in 4 sections named as follows. 

A. Corporate Annual Reports- as a Communication Medium (43 statements)

B. Integrated Reporting (6 statements)

C. Information to be included in Integrated Report (17 statements)

D. What opportunities could be there from adoption of Integrated Reporting (15 

statements).

The questionnaire was administered through Survey methodology and the technique 

used for survey was Probability based Stratified Random Sampling. Out of the total 

230 responses received 185 questionnaires deemed fit for analysis.
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Multiple regression and factor analysis have been used to interpret the multivariate 

relationships between Limitations of financial reporting and Disclosures sought in new 

form of reporting (i.e., Integrated Reporting). Multiple Regression is a statistical tool 

useful for predicting assumed dependent variable. Factor analysis is applied to a single 

set of variables to discover which variables are relatively independent of one another. It 

reduces many variables to a few factors. It also produces several linear combinations of 

observed variables which are called as factors. The factors summarize the pattern of 

correlations in the observed data. Because there are normally fewer factors than 

observed variables and because factor scores are nearly uncorrelated, use of factor 

scores in other analyses may be very helpful (Tabachnick & Fidell, 2001). Loadings 

were correlation coefficients between variables and factors. Varimax rotation was used 

to facilitate interpretation of factor loadings. Coefficients were used to obtain factor 

scores for selected factors. 

Kolmogorov-Simirnov normality test was applied for all variables. After normality 

test, it was determined that all data were normally distributed.

Regression model was developed for each of the possible outcomes of Limitations of 

current financial reporting. In the following equations the constant has been ignored 

since the independent variables will never take value zero. Score values of selected 

factors were considered as independent variables for predicting disclosures sought in 

new form of reporting.

The regression equations are presented as;

Where β is regression coefficient

ESG, DCA, DSI, and FFR are independent variable and y is the dependent variable. eI.... 

is the error term.

2Determination coefficient (R ) was used as predictive success criteria for regression 

model (Draper and Smith 1998). All data were analyzed using statistical package 

Statistical Package for Social Sciences (SPSS) version 20 and Microsoft Excel 2010 

for windows.
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The main objective of the present research paper was using a multivariate statistical 

approach, factor analysis, to classify predictor variables according to interrelationships 

and to predict disclosures sought in new form of reporting. The variables for factor 

analysis were gathered through exploratory research which was carried out through 

literature survey and a structured questionnaire.  For this purpose, factor analysis scores 

of factors of limitations of financial reporting were used as independent variables in 

multiple linear regression models for prediction of disclosures sought in new form of 

reporting.

Reliability and Validity

Reliability and validity are two important characteristics of any measurement 

procedure. Reliability refers to the confidence we can place on the measuring instrument 

to give us the same numeric value when the measurement is repeated on the same object. 

Validity on the other hand means that our measuring instrument actually measures the 

property, it is supposed to measure. Reliability of an instrument does not warranty its 

validity (Gaur & Gaur, 2009).

The reliability of the instrument was tested using Cronbach's alpha.  Cronbach's 

(alpha) is a coefficient of internal consistency and was found to be greater than 0.7 

which is commonly accepted threshold (Nunnally & Berstein, 1994), hence laying 

foundation for further analysis. The relative calculations were carried out in Stats Tool 

Package  (Gaskin, 2012).

Cronbach's      is:

Table No.1: Cronbach's Alpha Score of Antecedents (Predictor variables)
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Table No.2: Validity Specifications

Table No.3: Validity scores

Some of the variables which were having the standardized loading estimates less than 

0.5 were the candidates for deletion and the factor which had the problem of under-

identification i.e., factors having less than 3 variables were also dropped from the 

analysis. This way only four factors remained which qualified the validity test and are 

shown in table 3. All factors have CR above 0.5 and AVE less than CR and greater than 

0.5, Maximum shared variance and Average shared variance less than Average variance 

explained. Similarly reliability and validity of the outcome variables were tested after 

conducting factor analysis. 
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CR AVE MSV  ASV  

DCAA 0.801 0.507 0.019  0.013  

DSIA 0.932 0.702 0.020  0.019  

FFRA 0.840 0.637 0.099  0.045  

ESGA 0.882 0.600 0.099  0.040  
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MULTIPLE  REGRESSION  ANALYSIS

Test of Hypothesis No.1. Dependent Variable-System and Process Effectiveness

In the above table no.4 Multiple R is the value of multiple correlation coefficients 
2between predictors and the outcome. R  is a measure of how much of the variability in the 

2
outcome is accounted for by the predictors. The adjusted R  gives us some idea of how 

well our model generalizes and ideally we would like its value to be the same, or very 
2 2 close to, the value of R . The value of R is 0.33(Table 4), an indication that 33 per cent of 

the variations in System effectiveness are explained by ESG, DCA, and FFR. The value 
2  

of R is significant as indicated by p value (0.000) of F statistic as given in ANOVA table.

The other independent variables have no significant impact on System and Process 
       effectiveness.

Thus, our first null hypothesis H01 that limitations of financial reporting do not predict a 

new form of reporting which should have information about system effectiveness, is not 

accepted.

 

 

Table No.4.Regression Statistics

 

Multiple R

 

0.578741771

 

R Square 0.334942037
Adjusted R 
Square 0.322139202

Standard Error 0.819978817

Observations 185
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Figure 1

Source:  Survey Data Analysis 2013.
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Test of Hypothesis 2 Dependent Variable Social and Environmental Impact

2 
The value of R is 0.116 (Table No.5), indicates that nearly 12 per cent of the variations in 

2 Social and Environmental impact are explained by ESG and FFR. The value of R is 
   significant as indicated by p value (0.000) of F statistic as given in ANOVA table. The 

other independent variables   have no significant influence on social and environmental 

impact.

Thus our null hypothesis H02 that the limitations of financial reporting do not predict a 

new form of reporting which should have information about social and environmental 

impact is not accepted.

TableNo. 5.  Regression Statistics 

Multiple R 0.340706588 

R Square 0.116080979 

Adjusted R Square 0.105786339 

Standard Error 0.942734984 

Observations 185 
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Figure 2

Source:  Survey Data Analysis 2013.
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Test of Hypothesis 3 Dependent variable-Ecological Footprints of operations and 

innovations

2 
The value of R is 0.285(Table No. 6), indicating that nearly 29 per cent of the variations 

in Ecological Footprints of operations and innovations are explained by DSI and FFR. 
2 The value of R is significant as indicated by p value (0.000) of F statistic as given in 
 

ANOVA table. The other independent variables have no significant impact on 

Ecological footprints of operations and innovations.   

Thus our third hypothesis H03 that the limitations of financial reporting do not predict a 

new form of reporting which should have information about ecological footprints of 

operations and innovations is not accepted.
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Figure 3

Source:  Survey Data Analysis 2013.
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CONCLUDING  OBSERVATIONS

1. The research paper concludes that lack of integration of ESG issues, distrust for 

corporate actions, and failure of financial reporting in giving complete picture of the 

company call for a new reporting which should have information on System 

effectiveness as 33 per cent of the variations in System effectiveness is explained by 

these predictors.

2. The research paper found there is a need for the incorporation of sustainability 

issues in to the core strategy of business. Though integrating non-financial 

information into one report called as process of integrated reporting is not a 

panacea in itself, still it can make management and board identify areas requiring 

improvement and attention. In this way, the report can trigger the necessary changes 

in corporate behavior and could move companies towards becoming more 

sustainable.

3. The adoption of integrated reporting will lead to innovations as 29 per cent of the 

variations in Ecological Footprints of operations and innovations are explained by 

DSI and FFR together.

4. It is learnt that Environmental, Social, and Governance (ESG) performance index 

should be developed and be made comparable, as it is found a factor responsible for 

more information sought in integrated reporting.

5. Financial reports fail to address the distrust among civil society of the intentions and 

practice of business. So, if the companies disclose more information on their 

environmental activities and make the stakeholders aware of such initiatives, it 

could add value to the firm.

6. By integrating sustainability issues into core business strategy, a firm will be able to 

drive operational efficiencies and thereby the new strategy can be a source of 

innovative and new environment friendly products.

7. The Companies Act 2013 makes an effort to introduce the culture of corporate 

social responsibility (CSR) in Indian corporates by requiring companies to 

formulate a corporate social responsibility policy and at least incur a given 

minimum expenditure on social activities. So, its accounting and reporting will be a 

permanent feature of the Company's annual reports in future.
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MANAGEMENT OF EXTERNAL DEBT IN INDIA
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Swami P Saxena  and Ishan Shanker

The external debt of a country is considered to be properly managed if it is under 

sustainable limits. The Indian economy since 1991 has displayed episodes of 

imbalances in its debt position, capital flows and external sector. This paper discusses 

the perspectives of India's external debt management in the light of the external debt 

policy measures adopted by government of India since 1991. It also analyses the 

external debt sustainability position of India during the period from 1991-92 to 2012-13. 

The approaches used to examine India's external debt management include (i) Review of 

Policy Environment that accounts to policy changes done by Indian Planners, and (ii) 

Sustainability Assessment of External Debt on the basis of Debt Indicators proposed by 

IMF, World Bank, and also by Martin Feldstein.

Key words: External Debt Management, Debt Crisis, Debt Sustainability

INTRODUCTION

The balance of payment crisis in India that was initiated in 1985 became severe by the 

end of 1990. The size of external debt reached US$ 83 billion by March 1991, of which 

45 percent was contracted from private creditors at variable interest rates. By end of 

1990, the government was close to default, the RBI refused new credit, and the foreign 

exchange reserves reduced to such a point that India could barely finance three weeks' 

imports. Accordingly, India had to airlift its gold reserves to pledge with International 

Monetary Fund (IMF) for external debt. 

To overcome all this fiscal and balance of payment (BoP) crisis the Government of India 
rdon 23 July 1991 launched process of economic reforms, where the Extended Fund 

Facility (EFF) of International Monetary Fund (IMF) was provided to mitigate the crisis 

given. This support put some obligatory conditionalities and led to emergence of so 

called LPG policy based on Rao-Manmohan Model. It also raised the elevation of India's 

111



BUSINESS ANALYST

external debt from US$ 83,801 million in 1991 to US$ 3, 05,861 million by the end of FY 
1

2011 indicating a drastic increase in external debt in post liberalization era . The external 

debt stock of India at the end of year 2013 stood at US$ 3, 90,048 million, recording an 

increase of US$ 44,550 billion (12.89 per cent) over the level of US$ 3, 45,498 million at 

end-March 2012. Figure 1 displays the mounting of external debt accumulation since 

1991.

The economic theory behind external debt accumulation states that reasonable levels of 

external debt by a developing country are likely to enhance its economic growth, but 

beyond certain levels additional indebtedness reduces growth. Countries at early stages of 

economic development have small stocks of capital and are likely to have investment 

opportunities with rates of return higher than those in advanced economies. As long as they 

use the borrowed funds for productive investment, they do not suffer from macroeconomic 

instability. Hence, countries borrowing from abroad must keep in mind debt management 

aspects as major policy concern. Inappropriate and excessive foreign borrowing generates 

debt service obligations which may constraint future policy along with growth.

Figure 1: India's Gross External Debt (US$ Million)

Source: Statistical Database, Reserve Bank of India (www.rbi.org)

Borrowings allow a country to invest and consume beyond the limits of current domestic 

production and, in effect, finance capital formation not only by mobilizing domestic 

savings but also by tapping savings from capital surplus countries. Foreign borrowings 

particularly can lead to more rapid Growth. However, if a country borrows from abroad, 

it must also introduce debt management as a major policy concern. Inappropriate and 

excessive foreign borrowing generates debt service obligations, which constrains future 

policy and hence the economic growth. 
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MANAGEMENT  OF  EXTERNAL  DEBT:  THE  GENESIS

External debt management refers to effective control of the level of the debt, its 

composition, and its terms and conditions in order to keep it within the desired limits and 

obtaining the best available terms of it. Since debt financing involves repayment 

obligations, the debtor country must undergo severe strains which may limit the future 

economic policy of the country. Thus, the external debt management is an integral part of 

balance of payments and macroeconomic management, it has direct interface with 

macroeconomic variables, such as, exchange rate, general price level, production, 

aggregate demand, cyclical changes, excessive leveraging, and thereafter deleveraging 

etc. impinge on borrowing requirements, capacity to borrow and debt servicing 

capabilities and could have long lasting effect on economy. 

The Report of World Bank and International Monetary Fund (IMF) on External debt 

Sustainability (2001) stated that a country can be said to achieve external debt 

sustainability if it can meet its current and future external debt service obligations in full, 

without recourse to debt rescheduling or the accumulation of arrears and without 

compromising growth. To this end the report prescribed that it can be attained “by 

bringing the net present value (NPV) of external public debt down to about 150 percent 
2

of a country's exports or 250 percent of a country's revenues”. 

The objective of debt management policy is to achieve the benefits of external finance 

without creating difficult problems of macroeconomic and balance of payments 

stability. The external debt management broadly consists of two aspects, (i) external 

debt sustainability, and (ii) the policy environment. 

This paper is divided into six sections, viz., (i) Introduction (ii) The Genesis of External 

Debt Management, (iii) Review of Policy Environment that accounts to policy changes 

done by Indian Planners, (iv) Evaluation of India's External Debt Indicators, (v) 

Sustainability Assessment of India's External Debt based on Debt Indicators proposed 

by IMF, World Bank, and Martin Feldstein, and (vi) Conclusion.

EXTERNAL DEBT MANAGEMENT IN INDIA: A POLICY PERSPECTIVE

India experienced a near balance of payments crisis in 1991. One of the causes 

2
Report of World Bank and IMF (2001), “The Challenge of Maintaining Long Term External Debt 

Sustainability”, Volume 1, P-6
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contributing to the crisis was the rapid growth in external indebtedness and the 

consequent deterioration in key external debt indicators. India was however, able to 

avoid a debt crisis and never defaulted on its debt obligations. The analysis of policy 

measures attempted in this section aim at drawing out various policy measures 

concerned with external debt which have taken place since 1991. The whole idea is to 

point out what were the key policy aspects which led India towards lower indebtedness 

since 1991.

The key policy areas in context of India's external debt management are: (i) External 

Commercial Borrowings Policy, (ii) Short-term Debt Management, (iii) Non-Resident 

Deposits (iv) Prepayment of High Cost Debt.

External Commercial Borrowings (ECB) Policy: External commercial borrowings 

are the commercial loans taken from non-resident lenders for a minimum maturity 

period of 3 years. ECBs can be raised from internationally recognized sources such as (i) 

International Banks, International Capital Markets, Multilateral Financial Institutions 

(such as IFC, ADB etc.), (ii) Export Credit Agencies, and (iii) Suppliers of Equipment, 
3

Foreign Collaborators and Foreign Equity Holders . ECBs can be raised via (i) 

Automatic Route, and (ii) Approval Route. The Indian planners looked ECB'S as 

additional source to finance its development expenditure but in cautionary manner. 

These are used to finance development expenditure in various projects of PSUs, 

promotion of export sector, and other development projects. The use of ECB's in capital 

market, real estate is prohibited to avoid any kind of speculations.

Short Term Debt Management: The policy regarding short-term debt is focused on 

liquidity problems and maturity structure of short term external debt. India's short term 

external debt management policy focuses on:

hort-term liabilities beyond six-months.

Ÿ

Ÿ A minimum maturity of one year for foreign currency denominated non-resident 

deposits,

Ÿ Allowing short-term debt transactions only for import purposes, and

Ÿ Discouraging roll-over of s

Restricting the quantum of the short-term debt to manageable limits,

3
Ibid, P-34
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India's short-term external debt policy is largely based on the lessons taken from balance 

of payments crisis of 1991. One of the crucial factors that led to balance of payments 

crisis in 1991 was the relatively high level of short-term debt, which stood at US$ 8.5 

billion at end-March 1991, and the rollover difficulties associated with the short-term 

liability. The whole idea behind short-term debt management policy of India is to restrict 

the short term debt to avoid payment crises in future.

Non-Resident Deposits: The policies regarding non-resident deposits are aimed at 

providing stability to such capital flows through various measures taken by Indian 
4

planners. Some important features of policies regarding non-resident deposits are :

Ÿ Promotion of non-repatriable deposits.

Ÿ Rationalization of interest rates on rupee denominated deposits.

Ÿ Linking of interest rates to LIBOR for foreign currency denominated deposit.

Ÿ De-emphasizing short-term deposits (of up to 12 months' duration) in case of foreign 

currency denominated deposits.

Ÿ An active use of reserve requirements in relation to the cycle of capital flows that has 

been employed as a part of monetary management.

Ÿ Elimination of foreign exchange risk to the official agencies. Exchange guarantees 

provided by RBI on such deposits were also discontinued.

Prepayment of High Cost of Debt:  

The crux of the whole problem of long term external debt is concerned with low capital 

formation and mounting burden of non-remunerative debt (of which terms & conditions 

are unfavorable and interest rates are high). Indian planners have always tried to retire 

such non-remunerative debt. Further, to boost capital formation and enhance forex 

reserves, Indian planners, in the past, introduced some innovative products like, India 

Millennium Deposits (IMDs). The Objective of the scheme was to provide an 

investment opportunity for NRIs in long-term fixed income instruments. The tenure of 

IMDs was five years denominated in US dollar, Pound, Sterling and Euro, with the 

option of cumulating or non-cumulating interest. Government's guarantee, inter-alia, 

covered Government's commitment to bear foreign exchange risk beyond one percent 

per annum on a cumulative basis on the total pool of foreign currency deposits raised 

4
Ibid, P-37
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through the scheme and also tax benefits to the deposit holders. The strategy of retiring 

high cost debt and introduction of innovative deposit schemes is a positive sign of asset-

liability management. All this helped India in building up credit worthiness and 

restoring the confidence of investors.

In nutshell, India's external debt management policy always propelled upon 

concessional/ less expensive debt with larger maturity profiles. It amicably monitored 

short-term debt flows, retired high cost of debt before due dates, and encouraged non-

debt flows, such as foreign direct investments (FDI) and deposit schemes for foreign 

nationals and NRIs.

INDIA'S  EXTERNAL  DEBT  INDICATORS

The level of external debt, along with its key indicators, is measured and monitored on a 

regular basis. Some of the important sustainability and liquidity indicators, such as, 

external debt-to-GDP, short-term debt-to-GDP, share of short-term debt in total debt, 

debt service ratio and short-term debt-to-forex reserves, are monitored more frequently. 

Debt sustainability is assessed on the basis of indicators of the debt stock or debt service 

relative to various measures of repayment capacity (typically GDP, exports, or 
5

government revenues). The basic equation of external debt indicator is as follows .

Debt Indicator = 

Countries use several measures to identify solvency and liquidity risks associated with 

external indebtedness. Liquidity problems arise when a country has difficulties in 

meeting its short term financial obligations as they come due. Solvency problems, on the 

other hand, arise when a country's repayment difficulties are permanent or protracted. 

Delineating liquidity and solvency risks can be a challenge because liquidity problems 

can turn into solvency problems if not adequately addressed. Table 1.1 shows liquidity 

and solvency position of India's external debt since 1991-92.

5
External Debt Sustainability Analysis, (2012), Special Issues, IMF

Indebtness
Repayment Capacity
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Table 1: India's External Debt Indicators

Source: External Debt Status Reports (Various Issues)

Debt Service Payments or debt servicing or debt service ratio refers to the set of 

payments, inclusive of both principal and interest, actually made to meet debt 

obligation. It portrays the liquidity position of a country, and is measured by the 

proportion of gross debt service payments to external current receipts, excluding 

receipts on account of official transfers. India's debt service ratio has shown a declining 

trend since 1991-92 when it was as high as 35.3 per cent. The ratio of foreign exchange 

reserves to total external debt reflects the availability of resources with which the 

external debt can be serviced. The cover of external debt in terms of India's forex 

reserves (including foreign currency assets with RBI, gold, SDRs and Reserve Tranche 

Year Debt Forex External Concessional Short Term
Service Reserve to Debt to Debt to Total Debt to Total 
Ratio Debt GDP Debt Debt

1991-92 35.3 7.0 28.7 45.9 10.2

1992-93 30.2 10.8 38.7 44.8 8.3

1993-94 27.5 10.9 37.5 44.5 7.0

1994-95 25.4 20.8 33.8 44.4 3.9

1995-96 25.9 25.4 30.8 45.3 4.3

1996-97 26.2 23.1 27.0 44.7 5.4

1997-98 23.0 28.3 24.6 42.2 7.2

1998-99 19.5 31.4 24.3 39.5 5.4

1999-00 18.7 33.5 23.6 38.5 4.4

2000-01 17.1 38.7 22.0 38.9 4.0

2001-02 16.6 41.7 22.5 35.4 3.6

2002-03 13.7 54.7 21.1 35.9 2.8

2003-04 16.0 72.5 20.3 36.8 4.5

2004-05 16.1 101.2 17.8 36.1 4.0

2005-06 5.9 106.4 18.5 30.9 13.3

2006-07 10.1 109.8 16.8 28.6 14.1

2007-08 4.7 115.6 17.5 23.0 16.3

2008-09 4.8 138.0 18.0 19.7 20.4

2009-10 4.4 112.1 20.3 18.7 19.3

2010-11 5.8 106.8 18.3 16.8 20.0

2011-12 6.0 85.2 19.7 13.9 22.6

2012-13 5.9 74.9 21.2 11.7 24.8
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in IMF) has shown steady uptrend since 1990-91. The external debt-to-GDP ratio is 

defined as the ratio of the total outstanding external debt (at the end of the year) to annual 

GDP. By using GDP as a denominator the ratio provides some indication of country's 

potential to service external debt by switching resources from production of domestic 

goods to the production of exports. It is noteworthy that a country might have a large 

debt-to-exports ratio but a low debt-to-GDP ratio if exports of the country comprise a 

very small proportion of GDP. Table 1 shows that India's external debt to GDP ratio has 

been declined since 1990-91.

The concessional component of a loan refers to its softer terms and conditions as 

compared to the prevailing market conditions. Concessionality of a loan is reflected in 

lower interest rates, extended grace period, longer maturity period or combination of all. 

To measure the concessionality of a loan, the difference between the face value of loan 

and sum of the discounted future debt service payments to be made by the borrower is 

calculated. In India, loans from International Development Association (IDA), 

International Fund for Agricultural Development (IFAD), Organization of Petroleum 

Exporting Countries (OPEC), Government borrowings from bilateral sources (except 

dollar denominated debt from Russia), and Rupee debt are included in concessional 

debt. The ratio of concessional debt to total external debt of India has been declined 

continuously since 1990-91. The short-term debt generally includes all types of trade 

related credits up to one year, FII investment in treasury bills, and other short-term debt 

instruments having a maturity of one year or less. Table 1 shows that the proportion of 

short term debt in country's total debt has increased in last few years. This is mainly due 

to improvement in the coverage of short-term debt. 

INDIA'S EXTERNAL DEBT MANAGEMENT: SUSTAINABILITY 

PERSPECTIVE

External debt Sustainability refers to “the level of debt which allows a debtor country to 

meet its current and future debt service obligations in full, without recourse to further 

debt relief or rescheduling, avoiding accumulation of arrears, while allowing an 
6

acceptable level of economic growth” . Over time there have been several indicators and 

thresholds used internationally to assess the debt sustainability of low income countries. 

6
Report of World Bank and IMF (2001), “The Challenge of Maintaining Long Term External Debt 

Sustainability”, Volume 1, P-6
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Prior to HIPC initiative in 1996, the debt sustainability was assessed by using ratios of 

debt stock to GNP and/ or exports, and debt service to exports. Even today we don't have 

internationally agreed benchmarks for determining external debt sustainability. 

However, among several measures, the widely accepted approaches include debt 

sustainability assessment indicators proposed by IMF, World Bank and the Martin 

Feldstein's approach of sustainability. 

The World Bank regularly publicizes the range to classify countries as severely/ 

moderately/ less indebted. This approach uses three-year average of the ratio of Present 

Value (PV) of debt to GNP or Present Value (PV) of debt to exports of goods and 

services. Present Value (PV) of debt, which is aggregate of PVs of all loans, is calculated 

by discounting future streams of debt service payments for individual loans at 

appropriate discount rates. The Indebtness benchmarks proposed by IMF also indicate 

the external debt position of country based on PV of GNI and PV of exports of goods and 

services. The description of benchmarks used to measure external debt sustainability 

level is shown in table 2. 

Table 2: Indebtness Benchmarks

Source: External Debt Status Report (2001), Ministry of Finance

Martin Feldstein considers external debt to GDP ratio as a prime indicator of debt 

sustainability. According to Martin Feldstein's approach the ratio of external debt to 

GDP should not be allowed to increase. A country should recognize that it is in trouble if 

it finds its ratio of debt to GDP rising year after year. In other words, Government 

revenues must exceed non-interest outlays of the government. The excess of revenue 

must be sufficient to finance the interest payments on the public debt to avoid a rising 

ratio of debt to GDP. A budget deficit implies that the national debt is increasing. If GDP 

of a country rises, the ratio of the national debt to GDP may or may not increase. This 

depends on whether the growth rate of the national debt is more than or less than the 

growth rate of GDP. A continually increasing ratio of debt to GDP runs the risk of the 

debt going towards an unsustainable path leading to national insolvency. Even if it does 

Either Severe

PV/XGS >220 PV/GNP >80

Either Moderate

132<PV/XGS<220 48< PV/GNP<80

Both Less

PV/XGS132 PV/GNP<48
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not turn unsustainable, a high ratio of debt to GDP has serious adverse consequences on 

the economy of a country.

Table 3: India's External Indebtedness Indicators

Source: External Debt Status Reports (Various Issues)

Table 3 shows India's external debt sustainability based on External Indebtedness 

Indicators. The ratio of PV of India's external debt to GNP and also the PV of debt to 

exports of goods and services indicate that the state of affairs of India's external debt from 

1993-94 to 1997-98 was moderate, and since 1997-98 India is one among less indebted 

countries. Thus, India's external debt can be considered under manageable limits.

CONCLUSION

The problem of balance of payment crisis initiated in 1985 in India became severe by the 

end of 1990. To cope with this problem, the Government of India largely relied on 

Extended Fund Facility (EFF) of IMF. This resulted in accumulation of external debt, 

higher Debt Service Ratio, and low Forex Reserve to External Debt ratio. Accumulated, 

Inappropriate and excessive foreign borrowings generate debt service obligations and 

perhaps constraint future policy along with growth. The government of India has been 

following prudent external debt management policies by adopting raising funds under 

government borrowing on concessional terms, and from less expensive sources with 

longer maturities; monitoring of short-term debt; prepaying high-cost loans as and when 

considered appropriate; rationalizing interest rates on NRI deposits; restricting end-use 

of ECB; and encouraging non-debt creating capital flows. The external indebtedness 

indicators also show that India's external debt is under manageable limits. Though, India 

holds fourth position among developing countries, its gross external debt at end March 
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2013 was all time high (US$ 3, 90,048 million). Mounting external debt and interest 

thereon is a burden on country's GDP. If India's GDP will decline (as estimated by 

international credit agencies: IMF and ADB in 2013), it may create situation of turmoil. 

So, Indian planners and policy makers should consider the matter seriously and take 

necessary steps timely to avoid chaos in the market.
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MEASURING SME'S SATISFACTION WITH EXPORT 
CREDIT DELIVERY SYSTEM IN PUNJAB: A SCALE 

DEVELOPMENT APPROACH

1 
Manpreet Kaur

Exports play a crucial role in economic development of any country and India is 

certainly not an exception. A robust empirical determinant of long term economic 

development of India has been the expansion and diversification of export sector. To give 

thrust to export promotion, an export credit delivery system is operating in India where 

liberal and cheaper credit is provided to exporters through commercial banks. But 

commercial banks are there to make profits. Providing subsidised credit to exporters 

may decrease their profits which puts a challenge on actual implementation of export 

credit delivery system. Hence, in the present study, an attempt has been made to analyse 

exporting SMEs' satisfaction regarding export credit delivery system. The study has 

focused specifically on small and medium enterprises as voluminous amount of exports 

are made from them. The findings revealed a low level of satisfaction of exporting SMEs 

regarding export credit delivery system. Moreover, research has also resulted in a 

reliable and valid instrument to measure SMEs' satisfaction regarding export credit 

delivery system.

Key words: SMEs, Satisfaction, Commercial Banks, Exports.

INTRODUCTION

Small and Medium Enterprises in India 

Small and medium enterprises have emerged as a dynamic and vibrant sector in Indian 

economy. They have got two fold roles to play. Besides playing an economic role for 

country's economic development, small and medium enterprises also play social and 

political role in employment generation, increasing standard of living and balanced 

regional development. Small and medium enterprises (SMEs) are the growth engine of 

Indian economy because of their unique characteristics like, less investment 

requirements, operational flexibility, location wise mobility, import substitution, 

development of entrepreneurial talent, significant export earnings, lesser gestation 

2
and Fulbag Singh

123



BUSINESS ANALYST

period, equal distribution of income, wealth as well as economic power, widening of 

industrial base and balanced regional growth.

Small and medium enterprises (SMEs) are though individually small, collectively they 

have emerged as a dominant player in Indian economy. They contribute 45% to total 

industrial production and 40% to the exports of the country. This coupled with high 

labour to capital ratio, high growth rate and wider dispersion make them crucial for 

achieving the objective of inclusive growth. They are estimated to employ about 59.7 

million persons in over 26.1 million units throughout the country (Annual report 2012-

13, Ministry of MSME). In recent years, the MSME sector has consistently registered a 

higher growth rate as compared to the overall industrial sector. With its agility and 

dynamism, the sector has shown admirable innovativeness and adaptability to survive 

the recent economic downturn and recession (Annual report 2012-13, Ministry of 

MSME). As declared by CEO of CRISIL, India, Indian SMEs had been able to sail 
3

through 2008 slowdown very efficiently . Hence, the growth and performance of small 

scale sector has a direct impact on the growth of overall economy.

Table 1 gives brief description of investment limits for micro, small and medium 

enterprises as per MSME Development Act, 2006 (applicable till date).

Table 1: Investment Limits for Micro, Small and Medium Enterprises

              *Investment limit in plant and machinery        **Investment limit in equipments

In spite of their extreme contribution in Indian economy, they have to face many 

problems out of which lack of finance is the most critical one. Small and medium 

enterprises look forward to banks for their credit needs as commercial banks are primary 

source of finance for them (Cole et al., 1996; Petersen and Rajan, 1994; Berger and 

Udell, 2002; Ghosh, 2007 and Ruis et al, 2009). But informational opacity and risk 

involved in small and medium enterprises pose greater challenge for commercial banks 

124

3
The Times of India(2010),”SMEs Learn to Weather the Storm”, The Times of India, Jun 21, Chandigarh, 

India

Size Manufacturing Enterprises* Service Enterprises**

1)  Micro Up to Rs. 25 lakh Up to Rs 10 lakh

2)  Small 25 lakh to 5 crore 10 lakh to 2 crore

3)  Medium 5 crore to 10 crore 2 crore to 5 crore
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in providing finance to them, hence, resulting in a conservative approach of commercial 

banks towards SMEs (Bhalla and Kaur, 2012). 

Export Credit Delivery System in India

Exports play a crucial role in economic development of a country as well as managing its 

balance of payments. Voluminous literature is available confirming positive relationship 

between exports and economic growth (Emery, 1967; Moschos, 1989; Fosu, 1990 and 

Villanueva, 1993). A robust empirical determinant of long term economic development 

of India has been the expansion and diversification of export sector (Padhan, 2004). 

Hence, exports are given a preferred status in India and a full fledge system is operating 

for giving thrust to export promotion. Figure 1 depicts the export credit delivery system 

prevailing in India. 

Figure 1: Export Credit Delivery System

As shown in Figure 1, Ministry of Commerce is at the top of hierarchy who sets targets 

for boosting up exports. Exports require sizeable funds outlay. Hence, exporters can't 

handle all at their own end rather they seek credit for their export activities. Therefore, 

Ministry of Finance set finance targets for financing export activities in India. To achieve 

set targets, policy is framed at RBI level and finally implemented by commercial banks. 

Ministry of Commerce seeks feedback from commercial banks to further review, revise 

and plan future targets. 
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Voluminous amount of exports are made from small and medium enterprises. Given the 

importance of SMEs in Indian economy, it would be of extreme importance to know 

whether SMEs are satisfied with the export credit delivery system of commercial banks. 

Hence, efforts have been made in the study to explore the satisfaction of exporting SMEs 

with export credit delivery system. 

REVIEW  OF  LITERATURE

Extensive research work has been done on SMEs banks relationship worldwide. This 

section presents review of some relevant studies which have analysed SMEs satisfaction 

with banks.

Smith (1989) aimed to identify service quality elements which were main sources of 

satisfaction and dissatisfaction for small businesses. Primary data were obtained through 

interviews from 50 small companies (about 50 % exporting firms) from greater 

Manchester/ Stockport area of UK. Results revealed that thirty three firms rated 

efficiency of staff, bank's system and procedures, personal qualities of staff, qualities of 

bank manager, general support from bank and flexibility of bank as very good and good 

whereas 17 firms rated the overall service as acceptable or poor. The major sources of 

dissatisfaction were found to be inefficiency of staff, inflexibility of bank, bank charges, 

insufficient information and decision making process.

Chaston (1993) analysed the satisfaction of SME clients with the banking relationships. 

Primary data were collected through questionnaire from 71 SMEs who were engaged in 

the process of starting a small business and 33 bank managers. Results revealed that 

overall satisfaction of SMEs' clients was low and this view was reported by both SME 

clients and bank managers. SMEs reported that banks were less interested in providing 

support to them.

Chaston (1994) aimed to identify service gaps in bank -SME client relationship as well 

as suggest remedies to close service gaps. A modified version of SERVQUAL developed 

by Parasuraman (1985, 1988) was used as a research tool to determine the possible gaps 

in the provision of banking services to South West small business community. Primary 

data were retrieved from 102 bank branches and 76 small firms in UK. Results revealed 

existence of all type of service gaps i.e. type 1,2,3,4 and 5 service gaps in the provision of 

banking services to UK small business community.
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Orser, Riding and Swift (1994) analysed the satisfaction of micro businesses with their 

banking relationships in Canada. Secondary data were retrieved from survey of 2763 

small business owners carried out by Canadian Federation of Independent Businesses. 

Findings revealed that micro businesses had less access to bank credit with strict terms of 

credit and less favourable approval rates, interest rates and requirements for 

cosignatories. Banks were found to be more selective in advancing credit to micro 

businesses.

Gammie (1995) focused on satisfaction of small businesses with their banks in U.K. A 

well structured questionnaire was used to collect primary data from 400 small businesses 

out of which 232 usable responses were obtained. Results revealed that vast majority 

(92%) were satisfied with their banks. Determinants of satisfaction were found to be 

bank charges, working relationships, service, amount of loan received, collateral, 

interest charges, turnover of account managers and ability to give advice. Most of the 

respondents were satisfied with working relationships, service and amount of loan 

received but they were dissatisfied with bank and interest charges.

Madill et al. (2002) analysed the role of account manager, branch staff and bank's 

policies as well as procedures in determining satisfaction of Canadian SMEs with their 

banking relationships. Primary data were collected from 3190 telephone based 

interviews with key informants identified as the persons responsible for financial and 

banking decisions in SMEs. The results revealed that all the three factors namely, namely 

role of account manager, role of branch staff and bank' policies as well as procedures 

were significantly related to SMEs' satisfaction with the bank with which they had their 

primary relationship. 

Zinger (2002) examined the satisfaction of small business owners with their banks in 

Northern Ontario, Canada. Primary data were collected through a mail survey of 229 

small businesses. Results revealed that 59% of the respondents were satisfied with bank 

financing. The sources of dissatisfaction were found to be availability of funds and 

collateral requirement. 

Bandyopadhyay et al. (2003) aimed to examine the status of export credit delivery 

system as well as satisfaction of Indian exporters with same. Primary survey was 

conducted from bankers and exporters through different questionnaires. The sample of 

exporters represented small, lower-medium, medium and large exporters roughly in the 

ratio of 2:2:1:1 respectively. More than three fourth of the exporters were satisfied with 
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the overall bank services relating to export credit delivery. As far as constraints faced by 

exporters while raising bank finance were concerned, these were found to be difficulty in 

getting pre-shipment loan sanctioned, complexity of filling application form and 

problem of collateral security.

Bbenkele (2007) examined the perceptions of small and medium enterprises towards 

services offered by commercial banks in South Africa. A comparative study of rural and 

urban areas' SMEs was made by conducting focus group meeting with a group of 45 

SMEs. Analysis of data revealed that SMEs from rural areas were having more negative 

perceptions regarding the services offered by commercial banks. Non caring attitude of 

banks and non meeting of their financial needs were main grievances reported by rural 

SMEs whereas urban SMEs showed a positive attitude towards commercial banks.

Safakali (2007) aimed to measure service quality of commercial banks towards SMEs in 

Northern Cyprus using SERVQUAL. Primary data were retrieved through a structured 

questionnaire from 227 SMEs operating in versatile sectors at township of Nicosia. The 

results indicated that commercial banks had not met the service expectations of SMEs for 

all dimensions. Among the dimensions of service quality highest negative gap belonged 

to 'empathy' i.e. caring and individualized attention that a firm provides to its customers.

Lundahl, Vegholm and Silver (2009) examined the impact of technical and functional 

dimensions of banks' services on satisfaction of SMEs in Sweden. Primary data were 

collected by getting 221 questionnaires filled from Swedish SMEs. Ordinal logistic 

regression was  run using three variables namely price, collateral as well as focus on 

product under technical dimension and personal relationship, support during difficult 

times and role of advisor under functional dimension to find out their impact on customer 

satisfaction. The results indicated that both technical and functional dimensions of 

service management were correlated with customer satisfaction.

Popli and Rao (2009) conducted an empirical study with objectives to analyse SMEs' 

satisfaction from banks as well as to compare the service quality of public sector banks 

with private sector banks towards SMEs customers. Primary data were obtained through 

a pre-tested structured questionnaire from 100 SMEs. The results revealed that SMEs 

had a low level of satisfaction regarding the services provided by banks as most of the 

respondents reported problems like cumbersome and exhaustive loan approval 

procedures, non meeting of their financial requirements, non availability of funds for 

technology upgradation etc. It was also found that private sector or foreign banks were 
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much better than public sector banks on the basis of professionalism, technology, easy 

approach to management and competitiveness.

Yesseleva (2010) examined the financial constraints faced by Australian small 

enterprises while raising money from banks. Secondary data were retrieved from survey 

conducted by COSBOA (Council of Small Business of Australia) from 173 small 

businesses. Results concluded that access to affordable credit was very important for 

small businesses to operate well on day to day basis. Majority of respondents indicated 

that they were not satisfied with the products and services offered by banks.

Badulescu (2012) analysed the effect of relationship banking on SMEs' satisfaction and 

their access to bank finance. Primary data were collected through questionnaire from 595 

small firms of Bihor County, Romania. It was found that length of relationship of SMEs 

with bank, concentration, SMEs trust had no impact on banks and banks attached more 

importance to collaterals and covenants. Moreover, a positive behaviour, such as prompt 

or advance repayments of loans, didn't generate any positive feedback from the banks 

side, leading to dissatisfaction among SMEs. 

Chaudhary and Ahalawat (2014) analysed satisfaction of SMEs with bank services. 

Primary data were collected from 60 SMEs of Jaipur with the help of questionnaires. But 

SMEs of Bank of Baroda were contacted taking database form the bank itself. Findings 

revealed a high level of satisfaction among SMEs. 

Karedza et al. (2014) analysed obstacles faced by SMEs in Chinhoyi Zimbabwe. 

Findings concluded that SMEs have problems in securing adequate finance since they 

lack security and banks are not interested to fund their business activities. 

RESEARCH  METHODOLOGY

The present study is primarily based on primary data which have been collected through 

pre-tested structured questionnaire which contained questions regarding satisfaction of 

SMEs regarding commercial banks to be answered on a 5-point Likert scale ranging from 

'Highly Satisfied' to 'Highly Dissatisfied'.  Multi stage sampling has been used to select a 

sample of 300 exporting SMEs from Punjab. In the first stage, quotas of SMEs from 

above mentioned districts have been decided on the basis of their contribution in export 

turnover of Punjab. Sample has been selected from these districts on the basis of quota 

sampling. Quota sampling ensures that the composition of the sample is same as that of 
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the population with respect to the characteristics of interest. Hence, this sampling 

technique attempts to obtain representative samples at relatively lower cost (Malhotra 

and Dash, 2011).  In the second stage, main exporting industries of Punjab have been 

analysed on the basis of their export turnover. Four industries namely, engineering, 

hosiery, apparel and sports industry have been selected for the study because of their 

major contribution to the total export turnover of Punjab.  Lists of exporting SMEs of 

each of these industries have been taken from respective Export Promotion Councils 

(EPCs) for the year 2011-12. In the third stage, exporting SMEs have been selected from 

the lists of Export Promotion Councils as per the decided quotas of districts with the help 

of convenience sampling. Exploratory factor analysis, confirmatory factor analysis and 

weighted average scores (WAS) have been used to analyse the data and get inferences.

ANALYSIS  AND  INTERPRETATION

Exploratory Factor Analysis 

The questionnaire used in the research study has thirty two statements measuring 

satisfaction of exporting SMEs regarding export credit delivery system of commercial 

banks. The variables measuring SMEs' satisfaction with banks are factor analysed with 

the help of PASW 18. Prior to the extraction of factors, the Bartlett test of sphericity 

(approximate chi square = 13719.827, df = 496, significance = 0.000) and the KMO 

measure of sampling adequacy (value = 0.888) have confirmed that there are significant 

correlations among the variables to warrant the application of EFA. Only factors with 

Eigen values greater than one have been selected and loadings greater than 0.5 have been 

included in the analysis (Hair et al., 2010). Six factors have been extracted explaining 

85.324 per cent of the variance as illustrated in Table 2. 

The reliability of the collected responses in the research survey has been tested using 

composite Cronbach's co-efficient alpha. The value of Cronbach alpha is found to be 

0.942 which indicates significant level of reliability in the responses. Anti-image 

correlations matrix has been generated which represents KMO measure of sampling 

adequacy for individual variables which is found to be sufficiently high for all variables. 

Reproduced matrix has been generated to analyse the fitness of EFA. Reproduced matrix 

is the difference between observed correlation matrix and reproduced correlation matrix. 

The lower it is the better it is. In the residual matrix, only 8 percent non redundant 

residuals have been found with absolute values greater than 0.05 which indicates that 

EFA model has good fit.
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The variables have been then rotated using the varimax rotation. The results indicate that 

all the variables have loaded onto the six factors as have been expected and there are no 

cross loadings of any variable. Table 2 represents the possible explanation of factors 

along with their significant variables. Nomenclature of the factors derived has been done 

on the basis of highest factor loadings of the variables loaded on the particular factor and 

their common tone. Following is the brief explanation of the factors extracted:

Ÿ : Factor I indicates greatest variability in SMEs' response 

regarding satisfaction regarding export credit delivery system of commercial banks 

and is labelled as financial factors. Six variables that correlated to constitute first 

factor are margin requirements, collateral requirements, bank charges clearly defined 

and explained, processing charges, interest rates and fee structure, altogether 

explaining 17.199 percent of total variance.

Ÿ Process Quality: Factor II is interpreted as process quality. Seven variables have 

loaded onto this factor and highest loading is for the variable loan processing time 

(.854) followed by timely release of credit after sanctioning loan (.848), adequacy of 

amount sanctioned (.840), method of assessing working capital requirements (.836), 

flexible repayment options (.832), ease in filling export credit sanction application 

form (.817) and transparency in sanctioning loan (.781). 

Ÿ Bank Personnel: Factor III is concerned with bank personnel. The variables which 

loaded onto this factor are easy access to decision makers, behaviour of bank staff, 

relationship management of bank officials, reliability of bank staff, availability of 

trained staff and staff having knowledge of customer business.

Ÿ Service Speed & Efficiency: Factor IV considers service speed & efficiency while 

measuring satisfaction of exporting SMEs towards export credit delivery system of 

commercial banks. The variables with greatest loading on this factor are error free 

records and lesser mistakes, procedural formalities, quick response to customer 

queries, quick redressal of complaints, and modernization in work processing. 

Ÿ Branch Characteristics: Factor V is labelled as branch characteristics covering five 

variables i.e. convenient location, loan sanctioning power of branch, flexibility in 

branches, arrangements with other banks in case of restricted letter of credit and 

convenient operating hours.                      

Ÿ Customised Services: Factor VI is labelled as customised services covering three 

variables i.e. accommodation of credit needs, wide range of products and services and 

innovativeness in introducing new schemes. 

Financial Factors
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Table 2: Factors Influencing Exporting SMEs' Satisfaction

Reliability Analysis

Reliability means the extent to which a scale produces consistent results if repeated 

measurements are made on the characteristic (Malhotra and Dash, 2011). In the research 

study, the internal reliability has been measured with the help of Cronbach alpha statistic 

as well as composite reliability (CR). For a measure to be acceptable, coefficient alpha 

and composite reliability should be more than 0.7 (Malhotra and Dash, 2011). Owing to 

multidimensionality of service quality construct, coefficient alpha and composite 
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reliability have been computed separately for all the dimensions identified. In the 

present study, values of Cronbach alpha and composite reliability are more than 0.80, 

indicating good consistency among the items within each dimension. The results are 

shown in Table 3.

Confirmatory Factor Analysis

Confirmatory factor analysis (CFA) provides enhanced control for assessing uni-

dimensionality (i.e. the extent to which items on a factor measure one single construct) 

than exploratory factor analysis (EFA) and is more in line with the overall process of 

construct validation. In this study, confirmatory factor analysis model has been run 

through AMOS 18 and the key model statistics are shown in Table 3. Modification 

indices have been used within constructs to improve the model fit. Modification indices 

provide diagnostic indicators that can be helpful in deciding which additional paths from 

latent variables to indicators might improve the fit of the model. They tell us roughly 

how much the χ2 for the model will be improved by freeing each fixed path present in the 

model (Loehlin, 2004). The CFA model has been found fit as CFI (Comparative Fit 

Index) value, an incremental model fitness index, has been found as 0.926. These 

different types of validity are checked:

i) Content Validity: The content validity of a construct can be defined as the degree to 

which the measure spans the domain of the construct's theoretical definition 

(Rungtusanatham, 1998). The best practice to ensure the content validity is to show 

the set of possible variables in the construct to five academicians as well as five 

industry experts. For the present study, the content validity of the instrument has 

been ensured as dimensions of service quality of export credit delivery system of 

commercial banks and items have been identified from the literature and thoroughly 

reviewed by professionals and academicians. After analysing the advice received 

from these experts, the constructs along with the set of variables have been 

finalised. 
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Figure 2: Confirmatory Factor Analysis

ii) Construct Validity: It involves the assessment of the degree to which an 

operationalization correctly measures its targeted variables (O.Leary-Kelly and 

Vokurka, 1998). In the present study, in order to check for uni-dimensionality, a 

measurement model has been specified for each construct and confirmatory factor 

analysis (CFA) has been run for all the constructs taken together. Individual items in 

the model are examined to see how closely they represent the same construct. A 

comparative fit index (CFI) of 0.90 or above for the model implies that there is a 

strong evidence of uni-dimensionality. The CFI values obtained for all the six 

dimensions in the scale are above 0.90 as shown in the Table 3. This indicates a 

strong evidence of uni-dimensionality for the scale. 
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iii) Convergent Validity: Convergent validity is the extent to which different 

assessment methods concur in their measurement of the same trait (Byrne, 2009). 

Convergent validity can be established through average variance extracted (AVE) 

which is defined as the variance in the indicators or observed variables that is 

explained by the latent construct. For convergent validity, composite reliability 

(CR) should be greater than average variance extracted (AVE) and AVE should be 

greater than 0.5 (Hair et al., 2010). The values for AVE are summarized for all the six 

dimensions in Table 3. AVE of each construct is more than 0.5 as well as CR is 

greater than AVE, thereby demonstrating strong convergent validity. 

iv) Discriminant Validity: Discriminant validity is a degree to which measures of 

different constructs are unique and construct is distinct from other constructs and 

thus makes a unique contribution (Malhotra and Dash, 2011).   Discriminant 

validity is ensured if a measure does not correlate very highly with other measures 

from which it is supposed to differ. For discriminant validity, average variance 

extracted (AVE) of each construct should be greater than MSV (Maximum Shared 

Squared Variance) as well as ASV (Average Shared Squared Variance) statistics 

(Hair et al., 2010). As shown in Table 3, AVE of each construct is greater than MSV 

and ASV statistics thereby demonstrating discriminant validity of the instrument.

Table 3: Reliability and Validity Indices for Constructs

Satisfaction regarding Various Factors Extracted

Weighted Average Scores (WAS) of various factors extracted above are calculated so as 

to measure the satisfaction of exporting SMEs with respect to various factors. WAS tell 

Cronbach α CR. AVE  MSV  ASV  CFI  

Financial Factors .978 .974 .861  .306  .180  .930  

Process Quality .949 .947 .721  .220  .139  .965  

Bank Personnel .949 .945 .743  .220  .124  .948  

Service Speed & 
.975 .971 .872  .334  .138  .994  

Characteristics
.944 .935 .746  .210  .087  .999  

Constructs 

 

 

 

Efficiency 

Branch 

 

Customized 

Services 
.939 .940 .839  .334  .158  1  
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us the average of the ratings given by all the respondents on a particular item. WAS have 

been calculated with the help of following formula:

Where A = Weighted Average Scores of various factors,

F= arithmetic average of factors 

and N = number of respondents (300)

The arithmetic average of factors (all of five extracted factors) is calculated with the help 

of following formula:

Where n = number of variables in the factor

And v = variables in the factor

The WAS of various factors are shown in Table 4.

Table 4: Mean Scores of Factors 

Results show that exporting SMEs have reported less satisfaction with respect to all 

service quality factors. They are least satisfied with customized services. This reflects 

that banks are not accommodating the needs of small and medium exporting enterprises. 

If we look at the mean scores of financial factors (3.55), SMEs have reported less 

satisfaction with respect to them. Moreover, banks are not able to provide speedy 

services. 

Sr. No. Factor Names Average Scores

1 Financial Factors 3.55

2 Process Quality 3.65

3 Bank Personnel 3.54

4 Service Speed & Efficiency 3.60

5 Branch Characteristics 3.68

6 Customised Services 3.41
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CONCLUSION 

Exports play a crucial role in economic development of any country and India is certainly 

not an exception. A robust empirical determinant of long term economic development of 

India has been the expansion and diversification of export sector. To give thrust to export 

promotion, an export credit delivery system is operating in India where liberal and 

cheaper credit is provided to exporters through commercial banks. But commercial banks 

are there to make profits. Providing subsidised credit to exporters may decrease their 

profits which puts a challenge on actual implementation of export credit delivery system. 

Hence, in the present study, an attempt has been made to analyse exporting SMEs' 

satisfaction regarding export credit delivery system. The study has focused specifically 

on SMEs as voluminous amount of exports are made from them. Out of the total sample, 

only fifty two percent of the SMEs have reported satisfaction with export credit delivery 

system of commercial banks. Hence, there is ample scope for improvement.

Six factors have emerged from the study which influence SMEs' perceptions of quality 

of export credit delivery system namely, financial factors, process quality, bank 

personnel, service speed & efficiency, branch characteristics and customised services. 

Satisfaction level of small and medium exporting enterprises with respect to all the 

service quality factors has been found to be low.

Indian banking sector has been witnessing a situation of severe competition due to 

liberalization, privatization and globalisation during the last two decades. In this cut throat 

competition, banks can survive only if they focus on customer satisfaction.  Satisfying 

customers lead to customers' loyalty towards banks ultimately resulting in customer 

retention. Hence, banks should take efforts to improve satisfaction among exporting 

SMEs. Moreover, RBI should keep a check on commercial banks. Being a regulatory 

authority for commercial banks, RBI's responsibility doesn't end at framing policies for 

providing export credit rather it should check implementation of policies framed as well as 

satisfaction of exporters with the banks so as to improve export credit delivery system. 

The research has resulted in the development of a reliable and valid instrument for 

measuring SMEs' satisfaction regarding export credit delivery system of commercial 

banks. All research has its limitations and this study is no exception. In the present study, 

sample of SMEs have been taken from Punjab only. SMEs of other states can also be 

covered for more robustness in results. Large exporters' satisfaction can also be analysed 

with respect to export credit delivery system.
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COLOURS IN LOGOS: A STUDY OF CONSUMERS' 

PERCEPTION OF COLOUR AND BRAND PERSONALITY 

ASSOCIATIONS

1 2 3
Garima Gupta , Viraj Rajput  and Aditya Joseph James

Brand logo as a prominent visual element of a brand plays a vital role in facilitating 

brand recognition, association and distinction. Of the various elements of brand logo, 

colours have been found to be influential at almost every level in the marketplace for 

their meanings and associations with brand personality. However, though the 

importance and impact of colours has been well examined by previous studies, research 

integrating colours with personality traits is fairly lacking. The present work contributes 

to the existing literature in this regard by providing an encompassing view of consumers' 

perception of colours in conjunction with their association with various dimensions of 

brand personality. The paper further examines the appropriateness of specific colours in 

brand logo.  The findings of the study may help the manufacturers and marketers in 

making a more accurate choice of colours, thereby evoking a favorable perception and 

response for their brands. 

INTRODUCTION

Brands are critical to the success of companies (Wood, 2000) due to their ability to 

provide primary points of differentiation between competitive offerings. The elements 

that provide brand distinction in a product category include brand name, logos, symbols, 

jingles, endorsers, slogans and packaging. An appropriate use of one or more of these 

elements help the manufacturers and marketers in increasing brand awareness, creating 

a unique product identity and keeping the consumer motivated about the choice process. 

Of the various brand elements examined in the marketing literature, researchers have 

found brand logo and personality to be the key point of association for consumers (e.g. 

Pittard et al., 2007; Plummer, 2000). Though studies have established the importance of 

various elements of brand logo in terms of affecting recall and recognition (Henderson 

and Cote, 1998), brand identity and image, attitude and value (Adir, 2013), colour has 
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been found to be influential at almost every level in the marketplace with its importance 

ranging from the identity of the brand in the form of brand logo, image, signage, display, 

and packaging, to the product itself. However, despite being extensively research as an 

independent marketing tool, studies on colour associations in brand logo are fairly 

lacking.  A few studies (e.g. Hynes, 2009) on use of colours in corporate logos have too 

failed to include brand personality in the analysis. It is in this context that the present 

work attempts to bridge the gap in existing literature by examining colour element of 

brand logo for its meanings and associations with brand personality. 

Colours and Personality Associations in Brand Logo: An Overview

Brand logo is one of the most salient visual elements of a brand (Wallace, 2001) which 

facilitate its identification as well as differentiation from competing alternatives 

(Janiszewski and Meyvis, 2001; MacInnis et al., 1999). Through a logo, a company 

attempts to influence consumers' impressions of the brand (Colman et al., 1995), 

impression of the retailer (Tractinsky and Lowengart, 2007) and the final purchase 

intentions. According to the study by Kohli et al., (2002), logos can help a brand by either 

being used in conjunction with the brand name or by being used in place of the actual 

name. Thus, as a communication tool of brand image (Hynes, 2009), a logo should hold a 

meaning beyond the individual elements used to create it and evoke an emotional 

response from the consumer (Pittard et al., 2007).

Though a number of elements (such as images, colours, shapes, and words) are taken 

into account while designing a logo, colour is considered to be of vital significance due 

to its mnemonic quality in the areas of recognition and recall (Henderson and Cote, 

1998). Researchers examining the importance and impact of colours in marketing have 

considered it to be a part of the aesthetic appeal of the product that creates resonance with 

consumers (Pittard et al., 2007), facilitates identification of the brand (Grossman and 

Wisenblit, 1999), affects positive or negative feeling resulting out of product evaluation 

(Tractinsky and Lowengart, 2007), induce reactions based on both instincts and 

associations (Ridgeway, 2011) and play a substantial role in consumer decision making 

when shopping time is limited (Silayoi and Speece, 2007).

In recognition of the influence of colours on brand identity, product design and 

packaging, marketers and researchers have specifically examined the way consumers 

perceive and associate with colours. A synthesis of literature in this regard provides an 
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understanding and consensus to the meanings attached to various colours. Accordingly, 

while green has been found to be associated with nature and growth (Birren, 1950) as 

well as with jealousy (Kargere, 1979); the colour red has been associated in varied ways 

that include associations with fire or blood (Grossman and Wisenblit, 1999), love and 

health (Kargere, 1979), courage (Birren, 1950) and as an appetite stimulant (Hynes, 

2009). Yellow has been dominantly recognized as the colour of intellect and loyalty; and 

orange as the colour of wisdom and strength (Birren, 1950). Further, colours have 

meanings associated with gender and cultures. For instance, consumers continue to 

associate blue colour for boys and pink for girls (Grossman and Wisenblit, 1999). A 

cross-cultural study on colours by Madden et al. (2000) provides a 'spectrum of colour 

meaning' (see Figure 1) derived on the basis of the way consumers perceive and relate to 

an assortment of colours across cultures.  The meaning associations along this spectrum 

range from 'active', 'hot', and 'vibrant' (associated with red) to 'calming', 'gentle', and 

'peaceful' (associated with the blue-green-white cluster). Some colours not only formed 

interesting patterns or clusters but were also found to have meanings that were universal 

as well as unique across cultures. For example, while black and brown have strongly 

held universal associations of 'sad' and 'stale' across cultures, additional meaning 

associations of 'formal' (Brazil, Colombia, PRC, and Taiwan) and 'masculine' (Austria, 

Hong Kong, the United States) were also evident in some countries.

Figure 1: Spectrum of Colour Meaning

(Source: Madden, T. J.; Hewett, K.; Roth, M. S. (2000), Managing Images in Different Cultures: A Cross-

National Study of Color Meanings and Preferences, Journal of International Marketing, Vol. 8 (4), p.99)

Past researches have also observed that colour becomes a valuable retrieval tool for 

consumers (Bottomley and Doyle, 2006) as it helps the brain retrieve previously learned 

associations. In effect, consumers associate brands with certain colours such as 

Marlboro with red and Cadbury with purple (Grimes and Doole, 1998) and also tend to 

apply associations to infer personality traits of a brand. When selecting a product it is 
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likely that a consumer choose a product based on previously existing colour associations 

that correspond to product category (Grossman and Wisnenblit, 1999). Repetitive 

exposure to logo elements (including colours) thereby plays an important role in 

conveying the intended characteristics of a brand's personality*. Further, researchers 

have found that consumers establish a personality for most brands with limited cultural 

differences (e.g. Aaker, 2001; Parker, 2009) and it is the congruence of colour 

association with brand personality which makes specific colours appropriate for the 

brand's logo (Bottomley and Doyle, 2006).

RESEARCH OBJECTIVES

In the light of the aforesaid discussion, the objectives of present study can be stated as 

follows: 

a) To examine the associations that consumers apply to a given colour in the logo. 

b) To assess the personality traits that consumers attribute to various colours of a brand 

logo.

c)  To investigate the appropriateness of specific colours in brand logo. 

RESEARCH METHODOLOGY

Using snowball sampling technique, responses for the study were collected through a 

well-designed online questionnaire divided into four broad sections. The first section 

related to a colour vision test and general profile of the respondents. The second section 

examined the association that consumers had with colours in a logo. Following the 

approach of Ridgway (2011), a logo was designed using three shapes namely, a triangle, 

a square and a circle. Efforts were made to ensure that the designed logo was not similar 

to any logo that currently exists. Using different values of red, green and blue (RGB 

values), the same logo was developed in six different colours so as to assess the colour 

preference of consumers. These colours were: blue (R= 20, G= 63, B= 141), green (R= 0, 

G= 79, B= 47), pink (R= 239, G=37, B=119), red (R=231, G=27, B= 38), yellow (R= 

243, G= 233, B= 13) and purple (R= 107, G= 33, B= 130). The associations given by 

Hynes (2009) formed the basis for the colour association options provided to the 

respondents. Respondents were asked to select an option (or association) that they 

*Brand personality can be defined as attributing human characteristics to brands (Aaker, 1997). 
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thought was the best fit for a particular colour. The next section of the questionnaire 

included the list of 42 traits as developed by Aaker (1997). The respondents were asked 

to choose all the traits they thought would be applicable to the logo that they were 

assessing. The last section sought the opinion of the respondents regarding the 

appropriateness of the logo colour. For this purpose, the same logo was provided along 

with the description of the brand in terms of two personality traits. The personality traits, 

adopted from Aaker's (1997) brand personality traits, were chosen from the same 

dimension and were either congruent or incongruent with the colour associations. The 

responses were obtained using a seven-point likert scale ranging from 'highly 

inappropriate' (1) to 'highly appropriate' (7). The developed logo along with the sample 

of the questions asked in various sections of the questionnaire for six logo colours is 

provided in the Appendix. 

Due to high reach and popularity of social networking sites, Facebook was chosen as a 

medium to obtain participation for the survey. The link to the survey was made available 
rd thfor a period of one week (3  - 10  March, 2014) and users were encouraged to respond to 

the survey. Of the total of 227 people who participated in the survey, only 137 provided 

complete responses to the questionnaire and hence comprised the sample for the study. 

One respondent was disqualified due to the failure in the colour vision test. The sample 

constituted of 66% males and 34% females, with majority of respondents (43%) in the 

age group of 18-24 years, followed by 52% respondents who were between 25-34 years. 

In terms of the geographic diversity, the respondents were mainly from Karnataka 66 

(49%), followed by Kerala 15 (11%), Maharashtra 9 (7%), Delhi 9 (7%) and Andhra 

Pradesh 8 (6%). The data so collected was analyzed using Microsoft Excel 2007 and 

SPSS 17.0 version. The results are discussed in the ensuing section of the paper.

ANALYSIS AND DISCUSSION

Ÿ

To understand the difference in proportion of respondents' selecting a colour association 

for the logo that was developed in six different colours (blue, green, pink, red, yellow 

and purple), chi-square test was performed. The color association with the highest 

percentage is indicated (see Table 1) as it is the association that differ the most from the 

other associations. As observed from the findings, the respondents chose trustworthy 

(35%) over all the other options for colour blue, although playful was a close second 

choice. The respondents chose healthy (59%) over all the options that were given for the 

Assessing Consumers' Colour Associations
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colour green. For the colour pink the respondents chose fun (62%) over the other colour 

associations. Energetic and passionate carried almost equal weights for the colour red 

for the respondents. Energetic was also the association that respondents chose for the 

colour yellow. For the colour purple there was no clear association as playful (26%), 

stable (34%) and justice (23%) had almost even preference. Further, though majority of 

participants chose colour associations that were most widely accepted as the association 

for the respective colour, the proportions of the groups are found to be significantly 

different from one another (p <.000).  Accordingly, the 'trustworthy' association for 

colour blue is found to be significantly different (χ² (4, N = 136) = 25.176, p <.000) from 

other suggested associations of this colour. Similar results were obtained in respect of 

other five colours examined in the study.

Table 1: Result of the Chi-Square Analysis of Colour Association
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a 0 cells (.0%) have expected frequencies less than 5. The minimum expected cell frequency is 27.2.

(Source: Primary Data)

Ÿ

The 42 personality traits comprising five distinct personality dimensions (sincerity, 

competence, excitement, sophistication and ruggedness), as developed by Aaker (1997), 

were used to analyze the personality trait associated with each of the six colours of the 

designed logo. Using descriptive statistics, the traits selected by more than 3% of the 

sample respondents (maximum across all the traits being 13%) were examined to 

determine the fit within the five dimensions. The results (see Table 2) provide interesting 

insights with respect to the personality traits associated with different colours. More 

specifically,

i. The blue logo is found as having its primary association with the dimensions of 

sincerity and competence. Of the 14 traits selected by the respondents, majority 

traits belong to the dimension of competence. 

ii. The green coloured logo too is found to be primarily associating with the 

dimensions of sincerity and competence. However, in comparison to blue colour, it 

largely captures the dimension of sincerity than competence. 

iii. Of the total of 11 traits that were above 3%, the respondents are found to associate 

the dimensions of excitement (6 traits) and sophistication (4 traits) for the logo 

developed in pink colour. 

iv. The red coloured logo is found to be exclusively associating with the dimension of 

excitement (6 out of 11 traits). 

Assessing Brand Personality Traits Associated with Logo Colour
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v. The respondents are found to mostly associate the yellow coloured logo with the 

dimension of excitement (6 out of 10 traits).

Table 2: Brand Personality Dimension and Logo Colour

a 0 cells (.0%) have expected frequencies less than 5. The minimum expected cell frequency is 27.2.

(Source: Primary Data)

vi. Lastly, the purple coloured logo is found to be associated more with the competence 
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dimension (4 out of 9 traits) in addition to the dimensions of sophistication and 

sincerity been captured with 2 traits each. 

Ÿ

In this stage of analysis, the study examines the appropriateness of the brand logo given 

the congruence of brand personality traits and colour associations. For each colour, two 

personality traits from the same dimensions that were either congruent or incongruent 

with the colour associations were taken. The responses between 5 and 7 on a 7-point 

likert scale (ranging from 'highly inappropriate' to 'highly appropriate') are considered 

appropriate; responses between 1 and 3 are considered inappropriate and a response 

score of 4 is considered as neutral. Chi-square test is used to determine if the proportion 

of the participants selecting appropriateness of the logo colour (blue, green, pink, red, 

yellow and purple) significantly differ from each other. The results presented in Table 3 

indicate blue colour to be significantly appropriate (χ² (4, N=136) = 63.191, p <.000) for 

a brand that is honest and sincere; green for a brand that is down to earth and wholesome 

(χ² (4, N=136) = 99.985, p <.000); colour red for exciting and daring brand (χ² (4, 

N=136)= 134.397, p <.000); and yellow for a brand that is cheerful and friendly (χ² (4, 

N=136)= 81.721, p <.000). The responses indicate pink colour to be significantly 

inappropriate (χ² (4, N=136) = 189.544, p <.000) for a brand that is masculine and tough. 

Lastly, logo in purple colour too is found to be significantly inappropriate (χ² (4, N=136) 

= 33.941, p <.000) for a brand that is small town and sentimental.

Table 3: Appropriateness of Colour and Brand Description

Examining the Appropriateness of Colour in Brand Logo 
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a 0 cells (.0%) have expected frequencies less than 5.

(Source: Primary Data)

CONCLUSION, IMPLICATIONS AND FUTURE SCOPE

Colour as an important element of brand identity is used in logo, package, or product 

design to generate attention and facilitate distinction from competing brands. Despite 

this well established importance of colours in marketing, not much has been researched 

to understand the meanings associated with colours or to examine as to how the use of 

colours in logo affect consumers' perception of brand personality. The present paper 

provides a useful understanding in this regard by examining colour and personality 

associations as well as the appropriateness of colours used in a brand logo. A special logo 

in six colours namely, blue, green, pink, red, yellow and purple was designed for this 

purpose. On the basis of the responses collected through an online survey, the paper 

brings to the fore some interesting implications. Firstly, the results reveal that 

consumers apply conventional colour associations to colours used in a logo. This implies 

that colours with consistent meanings can be used as important and controllable 
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marketing variable for managing a uniform image of the brand across cultures and 

markets. The results are consistent with a cross-cultural study conducted by Madden et 

al. (2000) that too suggested certain colours to manifest pan cultural meaning and 

associations. Second, an assessment of colour associations in the context of brand 

personality revealed varied traits of Aaker (2001) with which respondents associate each 

of the colours. More specifically, while the colours blue and purple fell into the 

dimension of competence which indicates a brand to be responsible, dependable and 

secure; green colour captured the trait of sincerity which is described by a brand that is 

warm and acceptable. The colours pink, red and yellow were described by the dimension 

of excitement, thereby reflecting that the brand, through its logo colour, would be 

perceived as sociable, energetic and active. Sophistication and ruggedness are not 

clearly defined as they capture aspirational ideas rather than basic tendencies. This 

possibly could be the reason that none of the colours reflected these two dimensions. The 

results thus present useful insight with respect to the perception that a particular colour is 

likely to create when it is used in a logo. Lastly, the study investigates the 

appropriateness of colour choice in a logo when brand personality and colour 

associations are congruent. Except for pink and purple, the remaining colours were 

found to be having congruent associations. Manufacturers and marketers may use this 

information to create logos in colours that evoke positive brand image and associations. 

For instance, the trustworthy trait of a brand may best be represented by its logo in blue 

colour due to its high association with dimension of 'competence' that captures the traits 

of the brand being perceived as dependable and secure. The examples of the successful 

use of this include the brand logos of Ford, Intel and Samsung. As the colour green in the 

present work is represented by the dimension of 'sincerity' (associated with warmth, 

wholesome and acceptance), the use of this colour in brand logo is suggested for the 

products/companies which would like to stand for being eco-friendly and healthy. The 

colour pink, represented by the dimension of 'excitement', should be used by a brand that 

wants to be perceived as a trendy, unique and imaginative. Further, due to its 

inappropriateness for masculine associations, this colour should not be used for brands/ 

products targeted at men. Red colour, generally associated with danger, was also found 

to be represented with the dimension of 'excitement'. It would therefore be appropriate if 

this colour is used in logos for the brands which stand for being up-to-date, daring, and 

exciting. We see brands like Adobe, ESPN and Red Bull which fit into this description. 

As against this, colour yellow may be used to connote a 'unique' or 'cool' brand and so 

may provide a better fit for brands such as Nikon, Ferrari and Yellow Pages. It was 
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interesting to note that the colour purple associated with mixed dimensions of 

'competence', 'sophistication' and 'sincerity'. As using this colour could send a different 

and incongruent message to the consumers, a cautious use of this colour is suggested 

through the results of the present study. 

The limiting aspects of this study may be addressed by future researches. A larger and 

more diversified sample may be taken so as to provide greater credibility and 

representation to the research findings. Also, as the study was conducted via the online 

medium, there exists a possibility of colours being perceived differently due to 

difference in the configuration of respondents' computer screen. Some aspects such as 

difference in colour meanings and associations across consumer demographics such as 

age and gender have not been analyzed in the present work. It would be interesting to 

note if the colour and personality associations vary for different profile of consumers. It 

would also be worth examining whether the brand cues alter colour meaning and 

associations i.e. whether colours are associated with same meanings for different brands 

or are associated with different meanings in a brand context. An understanding of these 

aspects would help in enhancing the effectiveness of colour-focused marketing 

strategies in future. 
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Book Review

SPIRITUAL CAPITAL

A Moral Core for Social and Economic Justice

(Rima, Samuel D., Gower Publishing Limited, England, 2013, pp. 307, 

Hard Bound, Price: £ 55)

1 
A. J. C. Bose

Modern economics has been singularly obsessed with efficiency or cost-effectiveness or 

market discipline whereas for the people of the world justice is actually more important 

simply because for most of them life is unfair. There is need for replacing the modern 

economics—the economics of the rational greedy economic man—by humanistic 

economics that cares for the needs of the people. It is in this connection that the book 

under review finds its relevance, and it is interesting to note the backdrop in which this 

book had germinated. 

On May 20, 2009, in the aftermath of the American-spawned global financial crisis, as 

the author of the book informs us, the US Congress passed legislation entitled The Fraud 

Enforcement and Recovery Act of 2009, which simultaneously created the Financial 

Crisis Inquiry Commission (FCIC) to oversee the recovery efforts and explore the 

precipitating causes of the crisis.  In early 2010 the FCIC conducted a 48 hours of 

contentious debate and discussion among experts from the fields of business, economics 

and law in order to thrash out the origins of the financial crisis, and to the dismay of the 

author, there was not a single recorded mention of the potential role that unbridled greed 

or the lack of any moral or ethical core to the practice of neoliberal economics may have 

played as a primary causal factor. 

It is the contention of the author—rightly so—that in today's study of economics there is 

no longer room for the application of philosophical fields of study such as morality, 

ethics, and metaphysics, and yet, it may very well be that it is the absence of these precise 

fields of study that are the root of today's financial crisis. Consequently, this book asserts 

that the current global financial crisis is, at its root, a metaphysical crisis stemming from 

profound moral, ethical, and spiritual failures within the world's capitalistic societies 

related to the acquisition, use, and distribution of earth's resources. The author argues 
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that this book is a response to this problem by way of the development of a theory of 

spiritual capital that can serve as a catalyst for individual, institutional, and societal 

renewal, resulting in economic practice that is rooted in social ontology and guided by a 

moral core.

The concepts of 'physical capital', 'human capital', 'natural capital' and 'social capital' are 

by now well-known but the concept of 'spiritual capital' is relatively new and rather 

ambiguous, although it can be viewed as a subset of social capital. The author gives a 

succinct definition of spiritual capital as: Spiritual Capital is a metaphysical impulse that 

animates and leverages other forms of capital to build capacity for advancing the 

common good. It needs to be formed first in individuals and then transferred to 

institutions in such a way that those institutions might substantively contribute to 

promoting the common good and, as a direct result, comprehensive societal renewal. 

What is common good or public interest? This is not spelt out although we can take it in 

the implicit rhetorical sense that it refers to the good of the majority in the society or in 

the sense of the wellbeing of the 99 percent against 1 percent—the slogan of the Occupy 

Wall Street Movement.

The book is organized into four parts which cover nine chapters. 

In part one, the author delineates the subjective and objective conceptions of the book.  

The subjective conception refers to the author's own personal journey and the 

incongruities he had experienced, particularly in a socio-economic context, between his 

indigenous roots as a person of Native American heritage, and his exogenous 

experiences as a Christian Minister. On this basis, he articulates how all of the historic 

tragedies experienced by the indigenous people of North America, as well as the 

abdication by the Christian Church of its biblically mandated mission of leading the way 

in creating a socially and economically just society, both have their roots in economic 

soil; beginning with the genocide of Native Americans and the enslavement of Native 

Africans, continuing through the emergence of mercantilism and the rise of the 

Industrial Revolution, and concluding in the practice of neoliberal capitalism. It was this 

realization that spurred the author to consider what might be done to direct current 

economic practice back to something more consistent with the indigenous economics 

practiced by Native Americans, and the teachings of the Christian Scriptures, the Holy 

Koran, and the Jewish Scriptures, as well as the teachings of other faiths. The objective 

conception of the book relates to how neoliberal capitalism of the last roughly 100 years 
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has created an economic environment that has fostered the greatest income gaps in the 

history of the world, created socio-political schisms between the West and the rest of the 

world, and spawned a consistent series of recurring, and worsening economic crises that 

have led the world to the brink of total financial collapse.

In part two of the book, the author takes a historical look at how current forms of 

capitalism have evolved from the earliest days of Old Testament and Islamic economic 

practices and Aristotle's household economy, through the current practices of neoliberal 

capitalism promoted by Milton Friedman, and the Chicago School of Economics. 

Attention is given to the unique role of how the Protestant reformation provided the soil 

necessary for the seeds of capitalism to flourish in the 'New World' and how American 

Christianity has played a sympathetic role in the advent of advanced capitalism, 

consumerism, and materialism, all of which have played a seminal role in the current 

global crisis and increased the need for the transforming effects of Spiritual Capital. The 

specific purpose of the author in this regard is to identify the general period during 

American capitalism's evolution at which it lost its moral core and a corresponding 

concern for social ontology.

Part three of the book traces the roots of neoliberal economic theory and its critics, 

examines the newly emerging field of Spiritual Capital, and describes in detail the 

research methodology used for generating the Spiritual Capital theory.  The author 

argues that Adam Smith's two books, viz., The Wealth of Nations, and Theory of Moral 

Sentiments should more accurately be viewed as a single work in two parts so that the 

case can be made that Smith never envisioned a day when the free market would become 

wholly unregulated by the basic sentiments of human morality. Separating human 

economic practice from concerns for such basic moral sentiments such as justice, 

equality, charity, love, mercy, and a concern for the basic well-being of others causes the 

free market to take a decidedly inhumane turn as the world has recently witnessed. 

Besides establishing this point, the author also reviews some of the classical economic 

theories that have become the basis of neoliberal economic ideology upon which the 

current economy is based, and some of the prominent critiques of neoliberal capitalist 

ideology that have been offered. He then proceeds to justify how the concept of Spiritual 

Capital holds promise for reforming the more negative aspects of neoliberal capitalist 

practice by regrounding it in metaphysics and social ontology, leading to a concern for 

social and economic justice. The author discusses the rigorous theoretical basis as also 

coherent definition for Spiritual Capital to become a truly efficacious reformative 
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impulse. After which he elaborates his research methodology in terms of an ensemble of 

four components, viz., Grounded Theory, Phenemenology, Critical Theory and Action 

Research; and describes the fieldwork that he had undertaken in different parts of the 

world.

Part four of the book focuses on how the author develops a theory of spiritual capital by 

covering where it comes from, how it is formed and invested, and the significant return 

on investment that can be realized for both the investor and society. In this connection 

the author shares his fieldwork experience by introducing a distinctive group of people 

and organizations who have been willing and able to leverage all of their other forms of 

capital, often at great personal expense, to rescue child warriors in Uganda, create a 

sustainable, transformational community in the Egyptian desert, bring entrepreneurial 

hope to South Africans recovering from the suffocating effects of Apartheid, bring 

employment to inner city gang members in Knoxville, Tennessee, create a new 

economic way of life called “The Simple Way”, as well as other powerful stories. The 

author then turns to the practical application of his Spiritual Capital theory—how 

spiritual capital can be transferred from the individual to the institutional level with the 

goal of bringing societal renewal; and how culture changes and the critical role 

institutions play in that renewal. In the process, he also presents a case study of how this 

transference of spiritual capital can take place from the individual to the institutional 

level, and the impact it can have on catalyzing societal renewal. He also lays out an 

energetic plan for trans-cultural Spiritual Capital formation and mutual engagement for 

such renewal.

To conclude, this book is a very innovative contribution to addressing the pressing issues 

of the troubled world with a clear cut message that social change for the better cannot 

happen without personal and public moral codes. And these ethical codes, the author 

examines, and examines well, in historical perspective. It is a good example of a thought 

provoking, cutting edge book on Spiritual Economics that combines conceptual 

insights, interdisciplinary rigour and practical relevance in key areas of business and 

management and economic policy making. This is not all. The research methodology of 

the author is laudable and worth copycatting.
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